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ABSTRACT
Dynamic Spectrum Access aims at exploiting underutilized
frequency bands towards improving wireless network per-
formance. In this context, spectrum sensing is employed, in
order to monitor spectrum occupancy and drive appropriate
adaptation decisions. Researchers in the field primarily eval-
uate proposed sensing approaches in terms of detection accu-
racy and e�ciency of free spectrum utilization. In this work,
we focus on online assessment of spectrum occupancy with
respect to sensing delay and energy e�ciency. Evaluation
of spectrum sensing methods with respect to these two met-
rics is rather lagging in recent experimental developments.
The first is related to the latency induced by the spectrum
sensing process and its impact on sensing e�ciency, which
is tightly connected to the resulting performance of the cog-
nitive solution. On the other hand, energy consumption is
considered as a crucial issue in all types of wireless com-
munications. Therefore, it is important to extend existing
testbed experimentation tools and develop new ones, in or-
der to equip cognitive testbeds with such advanced moni-
toring capabilities. To this aim, we integrated the proposed
monitoring procedure with the experimentation tools of the
CREW testbed federation. In order to demonstrate the ap-
plicability of our framework, we experimentally validate the
performance of four di↵erent sensing platforms, as well as
a real-time spectrum sensing engine that implements par-
allel processing on software-defined radios, in terms of the
aforementioned metrics.
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1. INTRODUCTION
Cognitive Radio Networking is a rapidly evolving research

thrust area in wireless communications nowadays, aspiring
to create a major paradigm shift in the wireless landscape
through Dynamic Spectrum Access and Management. The
dynamic nature of the wireless medium, in accordance with
the distributed frequency adaptation mechanisms, as ap-
plied in unlicensed bands, necessitate the development of
spectrum-agile radios. In this context, spectrum occupancy
monitoring is considered as the most important component
towards enabling spectrum aware radio operation.
Theoretical developments [1, 2] in the area have proposed

various methods for identifying the presence of signal trans-
missions and evaluating spectrum occupancy. In addition,
several realistic experimentation platforms [3, 4, 5, 6] have
emerged to enable the practical implementation of spectrum
sensing functionality in real systems. Sound experimental
validation of proposed spectrum sensing solutions requires
experimentation under real world network scale and settings.
To this aim, experimental cognitive radio testbeds [7, 8, 9,
10, 11, 12] have been deployed, while tools for orchestration
of complex scenarios [13] and collection [14] of experimental
data have also been developed. In order to extend cogni-
tive testbeds with more advanced experimentation capabili-
ties, existing tools have to be advanced and new frameworks
have to be developed. In this work, we develop an evalua-
tion framework that assesses the performance of cognitive
platforms, in terms of two rather important metrics, namely
sensing delay and energy e�ciency. The former is directly
related with the resulting performance of the cognitive so-
lution, while the latter is considered as a crucial issue in
all types of wireless communications, both due to restricted
battery autonomy of mobile devices, as well as for moving
towards “greener” solutions in telecommunications. Evalu-
ation in terms of the aforementioned metrics is automated
through a monitoring procedure that has been directly inte-
grated in the experimentation tools of CREW [15] testbeds.
The remainder of this paper is organized as follows. In

the following section we present the state-of-the-art spec-
trum sensing hardware and software platforms, referring also
to well-established CR testbed deployments and the frame-
works that are used to facilitate experimentation. Section 3
details the characteristics of the considered spectrum sens-
ing devices, while also describing the experimental scenarios,
under which performance evaluation of the various platforms



will be based on. In Section 4, we present the various parts
that constitute the proposed evaluation framework, while in
Section 5 we present extensive experiments that compare the
performance of 4 sensing solutions in terms of the considered
metrics. Finally, in Section 6 we assess the performance of an
external use case that implements real-time spectrum sens-
ing on SDRs and point out the conclusions reached through
this work in Section 7.

2. RELATED WORK
In an e↵ort to support realistic and large-scale experimen-

tation with spectrum sensing platforms, several CR testbeds
have recently been deployed. In the US, existing experimen-
tal CR deployments include the Virginia Tech CR Network
(VT-CORNET) [7], the ORBIT [8] and Emulab [9] testbeds.
In addition, NITOS [10], w-ilab.t [11] and Cortex-lab [12]
are the main wireless experimentation testbeds in Europe
that are equipped with heterogeneous Software-Defined Ra-
dio (SDR) platforms. Among the various developed SDR
solutions, USRP [3] is one of the most popular commercial
hardware, while more sophisticated solutions, such as the
WARP [4] and SORA [5] have also been proposed. On top of
the underlying hardware components, software radio archi-
tectures have been developed to specify the interconnection
and facilitate configurability of components that implement
reconfigurable radios, such as GNU Radio [16], the Software
Communication Architecture [17] and IRIS [18].

As most experimental testbeds are developed separately
from each other, an important issue that experimenters tra-
ditionally had to cope with is the scarcity of a common man-
agement system, as well as a common experiment descrip-
tion language. However, this issue was overcome with the
introduction of OMF, which provides tools for the manage-
ment and execution of experiments on testbed infrastruc-
tures. Nowadays, OMF has been deployed and used on mul-
tiple testbeds supporting many di↵erent types of technolo-
gies. Among the aforementioned CR deployments, ORBIT,
NITOS and w-ilab.t testbeds have adopted OMF as their
control and management framework. In our previous works,
we developed the NITOS EMF [19] and CONCRETE [20]
frameworks that extend the core OMF functionalities, by en-
abling the experimenter to experimentally evaluate the en-
ergy e�ciency of proposed protocols and to validate the sta-
bility of experimental conditions accordingly. An important
direction that we are also currently investigating is the di-
rect integration of the IRIS software radio architecture with
the OMF framework.

3. EVALUATION OF CREW TESTBED SENS-
ING DEVICES

In this work, we exploit the advanced spectrum sensing
platforms that are provided by the CREW federated testbed
platform, which facilitates experimentally-driven research
on advanced spectrum sensing, cognitive radio and cogni-
tive networking strategies. Among the 5 individual wireless
testbeds that constitute CREW, we decided to use the w-
iLab.t indoor testbed, as it o↵ers all the required hardware
and software components for the development of the pro-
posed framework. More specifically, w-iLab.t features sev-
eral sensing devices that span from commercial sensor and
Wi-Fi nodes, to SDR platforms and device prototypes. An-
other basic characteristic that motivated the usage of the

w-ilab.t testbed, was the adoption of OMF as its testbed
control and management framework, which fact enabled us
to build the proposed framework as a plug-in compatible
with the well-adopted OMF. In the rest of this section, we
describe in detail the capabilities of the considered w-ilab.t
sensing devices, while we also describe the reference sce-
narios, under which performance evaluation of the various
platforms would be based on.

3.1 Characteristics of Sensing Devices
In our experiments, we consider the well-established com-

mercial SDR USRP N210 Networked Series [21], which is a
commercial SDR platform that utilizes the general purpose
processor of a connected host machine for measurement pro-
cessing and due to its applicability has gained widespread us-
age. In addition, we consider the embedded version USRP
E110 [22], which allows standalone operation without requir-
ing the use of a host machine, thus allowing us to evaluate
how its limited internal processing capabilities impact sens-
ing performance. The next device under consideration is the
prototype imec Sensing Engine (SE) [6], which is a high-end
prototype reconfigurable radio that is designed to process
samples real-time. Finally, we also decided to experiment
with the Wi-Fi compliant Atheros AR9380 [23] chipset, as
this device is able to operate as a spectrum scanner as well.
By including the AR9380 device in our experiments, we can
investigate how well the hardware assisted FFT processing
capabilities of this chipset perform, contrary to the rest re-
search oriented sensing devices. More details about the ca-
pabilities of the devices under investigation follow below.

3.1.1 USRP N210
The USRP N210 consists of two parts, a fixed moth-

erboard and a plug-in daughterboard. The motherboard
contains ADC/DAC, an FPGA for digital down conversion
with programmable decimation rate and a Gigabit Ethernet
(GbE) interface for communication with the host machine.
The USRP Hardware Driver (UHD) is used to control the
USRP hardware and also to transmit and receive data over
the GbE interface. We attach the USRP N210 with the
XCVR 2450 daughterboard, which provides basic RF front-
end functionality in the 2.4 GHz and 5.9 GHz bands. The
channel switching delay for the XCVR 2450 daughterboard
was measured and found to be 50 ms. Although the ADC
is able to sample at the 100 MHz rate, the GbE interface
limits the maximum streaming bandwidth to 25 MSps. In
order to provide real-time sensing capability, the host ma-
chine should be able to achieve su�cient amount of parallel
processing and thus this feature is host machine dependent.

3.1.2 USRP E110
The USRP E110 [3] series combines a flexible RF fron-

tend, FPGA and an OMAP 3, which includes an ARM
Cortex-A8 and a C64 DSP. The extra features di↵erenti-
ate the E110 from the N210, as the former does not require
the use of a host pc for measurement processing and thus
allows standalone operation for embedded applications, or
applications that do not require the full processing power
of a commodity CPU. The USRP E110 is also programmed
through the USRP Hardware Driver (UHD) and attached
with the XCVR 2450 daughterboard is able to operate in
the 2.4 GHz and 5.9 GHz bands. The channel switching de-
lay for this setup also equals 50 ms. The attached ADC is



able to sample at the 64 MHz rate, but the FPGA interface
provides for a maximum total bandwidth of 10 MSps. How-
ever, this does not guarantee that the embedded processor
will be able to process samples at this rate. Our own tests
have shown that up to the 5 MSps bandwidth configuration
the embedded processor is able to provide stable operation.
As a result the ability to provide for real-time sensing de-
pends on the attached host machine.

3.1.3 imec SE
The prototype imec SE [4] is a reconfigurable radio and

consists of two core components: an analogue RF front-end
SCALDIO (SCAlable raDIO) and a DIgital front-end for
Sensing (DIFFS). Both these ICs are low-power and flexible
and targeted towards implementing a cognitive radio as a
mobile device. DIFFS features an FFT accelerator core, en-
abling the engine to perform spectral analysis. The receiver
RF operating frequency is programmable from 0.1 to 6 GHz
and the channel bandwidth is programmable between 1 and
40 MHz. The architecture of the SCALDIO chip allows us
to already handle the reprogramming for the next frequency
band during the current capture. Hence the reconfiguration
time is reduced to zero and only the settling time of 50 µs
needs to be considered. Both the DIFFS processor and the
ADC are running at 40 MHz. However, in our configuration
the ADC is down-sampled to 20 MHz, resulting in the avail-
able channel bandwidth of 20 MHz. Hardware-wise the imec
SE was designed to be able to process samples real-time. As
the measurement collection and processing procedures can
run in parallel, we just have to make sure that processing
finishes before new data is available, in order to provide for
real-time sensing. The imec SE firmware that is used in our
experiments is able to perform all required calculations, be-
fore the next vector of samples that needs to be processed
is available and thus is capable of real-time sensing.

3.1.4 Atheros AR9380
The Atheros AR9380 is a single-chip, dual-band (2.4/5

GHz), 802.11n compatible chipset that supports up to 3x3
MIMO transmissions, o↵ering both high throughput perfor-
mance, along with low power consumption in every oper-
ational state. The special characteristic of AR9380 is its
ability to support spectrum sensing capabilities. The Ath9k
[24] driver enables the user to configure the card, in order
to sense the spectrum over a specified set of channels and
derive the Power Spectral Density with an FFT resolution
of 56 bins. The 56 bins correspond to the 52 usable plus
the 4 pilot sub-carriers that are supported by the 802.11n
protocol in the case that the 20 MHz bandwidth configu-
ration is applied. The FFT operation is executed on the
chipset and scanning results that correspond to 4µs long
snapshots of the spectrum are reported per frequency at the
fixed period of 55 ms. The channel switching delay was mea-
sured at 1 ms for in-band and 2 ms for out-band transitions.
The channel switching overhead of the imec SE and AR9380
is obtained through the device specifications that are pro-
vided by imec and Atheros accordingly, while such values are
not o�cially reported for the USRP devices and are derived
through our own measurements. We experimentally verified
that maximum configurable sampling rate equals 100 KSps.
The driver provides an interface to configure both the actual
sampling rate through adaptation of the decimation level at
255 levels, as well as the number of result sets that will be

Sensing Host Channel Channel Real-time
device requirement bandwidth switching sensing

(MSps) delay
USRP N210 Yes 25 50 ms Host-dependent
USRP E110 No 5 50 ms Host-dependent
imec SE No 20 50 µs Yes
AR9380 Yes 20 1-2 ms No

Table 1: Hardware characteristics of sensing devices

reported within the 55 ms interval. Although the AR9380
is able to sample at a su�cient sampling rate, this device
is not able to provide for real-time sensing, as continuous
sampling can only last up to 55 ms, upon which interval
the device goes back to regular Wi-Fi operation.

3.2 Experimental Scenarios
The various hardware platforms are used in parallel to de-

tect a signal generated, under various settings, by a pair of
w-ilab.t testbed nodes. The test signal consists of a bunch of
802.11 frames, as this is the most common signal transmit-
ted in the 2.4 GHz and 5GHz ISM bands that can be sensed
by all the di↵erent spectrum sensing platforms. As the lat-
est widely adopted version of the IEEE 802.11 standard is
the 802.11n version, the test signal consists of 802.11n trans-
missions that occupy the medium for significantly lower du-
ration compared to legacy 802.11 transmissions, due to the
increased PHY-layer transmission rates that 802.11n o↵ers.
Considering transmissions of typical MPDU frames of 1534
bytes, frame transmissions duration approximates 227 µs
and 63 µs at the highest PHY-layer rates of 54 Mbps and
195 Mbps that are supported by the 802.11a/g and 802.11n
protocols at the bandwidth configuration of 20 MHz.
Having properly investigated the operation and capabil-

ities of each di↵erent device, as listed in Table 1, we con-
cluded that the only hardware dependent specifications that
could restrict the design of the experimental scenarios would
be related with the imec SE and the Atheros 9380 devices.
The USRP devices are fully configured through software,
thus generating no restrictions. Considering the real-time
sensing capability o↵ered by default by the imec SE, we de-
cided to build a proper scenario which would allow for a fair
comparison of the other devices with the high-end imec SE.
Based on the device specifications that were analyzed in the
preceding section, we know that the only hardware depen-
dent restrictions are the 20 MHz sampling rate of the imec
SE and its 128 bin size of FFT calculations. When the imec
SE is sampling at this rate, it requires 6.4 µs, in order to
gather 128 samples that are further fed to the on-chip FFT
accelerator core for FFT processing that finally provides the
PSD results. As the interval of 6.4 µs is extremely short,
compared to the shortest duration event of 63 µs, we fur-
ther decided to combine several FFT measurements, before
arriving at a final result. We use Max-Hold filtering over
10 consecutive FFT operations, which results in the total
sensing time of 64 µs, within which interval we are able to
decide about the presence of 802.11n transmissions.
Considering the fact that the aforementioned sensing de-

vices feature varying sensing capabilities, we will test them
under the reference scenario, to comparatively evaluate their
performance in terms of sensing delay and energy e�ciency.
In order to provide for a proper evaluation and comparison
setup, we decided to configure all the devices to sense for
the same duration of 64 µs, which we denote by Measure-
ment Collection Duration (MCD). Having specified a com-



(a) Power Measurement setup (b) NITOS ACM card (c) Modified Testbed node

Figure 1: Power consumption measurement methodology and introduced hardware

Sensing FFT Result Collected
device resolution sets samples

USRP N210 1024 1 1600
USRP E110 256 1 320
imec SE 128 10 1280
AR9380 56 6 336

Table 2: Sensing characteristics of sensing devices
in the considered scenarios

mon MCD, the di↵erent devices will sense the medium for
the same duration and collect a di↵erent number of sam-
ples, as specified by their sampling rate configurations. In
the next phase, a common measurement-processing program
will process the di↵erent number of collected samples and
report the time required for processing.

Moreover, we also consider a second scenario, where the
targeted band is 80 MHz wide, so that all devices will have to
perform channel switching to provide for proper monitoring
of the whole band. In this second scenario, the total sensing
delay of all devices will further vary due to the impact of
the channel switching overhead. Various characteristics as
configured for each device in the considered experimental
scenarios are listed in Table 2.

4. EVALUATION FRAMEWORK
In order to provide for a fair performance evaluation, be-

tween the 4 considered devices, we configure them under
their operational limits to sense the medium and assess the
Power Spectral Density (PSD) on the 2.4 GHz band. In par-
allel with the spectrum sensing operation, we evaluate the
power consumption and the distribution of sensing delay per
device. In the rest of this section, we describe in detail the
3 steps that constitute our evaluation framework.

4.1 Power Spectral Density
Spectrum sensing e�ciency evaluation can be based on

the quality of PSD characterisation. The PSD characterises
the distribution of energy variations and more specifically
quantifies the amount of energy per certain frequency in-
terval (dBm/Hz). PSD computations can be obtained di-
rectly through FFT transformation of power results that
have been collected over time. Frequency resolution is di-
rectly dependent on the sampling frequency and the FFT
size. More specifically, for a fixed sampling interval, the fre-
quency resolution can be improved by increasing the FFT
size. However, the maximum configurable FFT-size depends
on the maximum sampling rate of each device and is even
hardware dependent for devices that perform FFT calcula-

tions in hardware. To conclude, an inherent tradeo↵ exists
between the configuration of PSD parameters and the ob-
tained resolution, which we aim to evaluate jointly with the
proposed metrics of Sensing Delay and Power Consumption.

4.2 Power Consumption
Next, we detail the measurement approach has been fol-

lowed during the evaluation of the di↵erent sensing devices
in terms of power consumption. In order to accurately mea-
sure the instantaneous power consumption, we follow a widely
adopted power measurement procedure, which requires the
placement of a high-precision, low impedance current-shunt
resistor (R) of a known resistance value, in series with the
power source and the power supply pin of the device to be
measured. The exact measurement setup described above is
presented in Fig. 1(a). By consistently measuring the volt-
age (VR(t)) across the current-shunt resistor through proper
voltage metering equipment, we are able to extract the in-
stantaneous current draw of the device, based on Ohm’s law.
The instantaneous power consumption can be calculated as
the product of the input voltage VIN and the measured cur-
rent draw:

P (t) = VIN
VR(t)
R

(1)

Estimation of the total energy consumption during a spe-
cific experiment, necessitates the accurate sampling of the
instantaneous power consumption during the total experi-
ment duration. Total energy consumption can be calculated
as the integral of the power consumption over the specified
duration (Dt = t1 � t0), as follows:

E(Dt) =
VIN

R

Z t1

t0

VR(t)dt (2)

However it should be made clear that through the voltage
sampling equipment, only a finite number of samples of VR(·)
are acquired over [t0, t1] at discrete time instances.
In order to accurately measure the voltage drop across

the resistors that are attached in series with the power sup-
ply of each device, we use the NITOS ACM card that was
introduced in our previous work [19]. The developed card,
which is presented in Fig. 1(b), supports the high sampling
rate of 63 KHz and features up to three input channels, thus
providing for online power consumption monitoring at both
the sensing device and the attached host machine, in a joint
way. In Fig. 1(c), we demonstrate the hardware setup used
in measuring the consumption of the AR9380 and the host.



(a) USRP N210 (b) USRP E110 (c) imec SE (d) Atheros AR9380

Figure 2: Power Spectral Density Evaluation - Scenario 1

(a) USRP N210 (b) USRP E110 (c) imec SE (d) Atheros AR9380

Figure 3: Power Consumption Evaluation - Scenario 1

4.3 Sensing Delay Distribution
Overall sensing delay is composed of various parts that

result due to di↵erent components of each device. As soon
as all devices are configured properly, the first phase of ac-
tual sampling is executed. This duration does not directly
correspond to the time of channel monitoring, but may also
include time spent due to communication with specific de-
vice components, such as the transferring part. Third, as
the measurements acquisition has been completed, the next
step is to process the collected measurements. Duration of
this task is mainly dependent on the processing capabilities
of each sensing solution. Finally, in the case that the dimen-
sion of multiple channels is considered, the overall sensing
delay may also be a↵ected by the overhead induced by the
channel switching process.

Ideally, the exact amount of time that is spent in each
subprocess should be calculated for each device. We man-
aged to derive the Sensing Delay Distribution for the USRP
devices, by incorporating high precision timer functions at
appropriate parts of the UHD source code. However, such
low level measurements cannot be reported for the imec SE
and the AR9380 devices, where the di↵erent subprocesses
run in hardware. For these devices, we are only able to mea-
sure the total induced sensing delay and compare it with the
duration of the actual sampling phase.

5. EXPERIMENTAL EVALUATION

5.1 Power Spectral Density
Having configured the experimental scenarios and fixed

the MCD interval, we next configure the transmitter 802.11n
node to constantly transmit saturated tra�c on channel 5 of
the 2.4 GHz band and more specifically on 2432 MHz. In the
first scenario, each device collects the fixed number of sam-
ples, as specified in Table 2. We then proceed by processing
data produced by the USRP devices through FFT software,
while the imec SE and AR9380 perform these calculations
in dedicated hardware. For the USRPs, we use the number

of samples that are closer to the next power of 2 and more
specifically process 1024 samples to produce 1024-bin FFT
results for the USRP N210 and 256-bin FFT for the USRP
E110. As the number of samples that are collected from the
imec SE and AR9380 are more than required for a single
FFT calculation, the imec SE reports the maximum values
that have been collected over 10 result sets, while for the
AR9380 6 di↵erent result sets are generated.
Indicative screenshots representing the PSD evaluation of

the channel as monitored by each di↵erent device for the
first scenario are plotted in Figures 2(a), 2(b), 2(c) and 2(d)
accordingly. We clearly observe how the maximum band-
width and FFT-bin size specifications of each device a↵ect
the sensing e�ciency. The imec SE along with the Atheros
AR9380 device detect that the 20 MHz bandwidth are fully
utilized, while the limited USRP E110 is able to monitor
only 5 MHz of bandwidth. On the other hand, the USRP
N210 is able to detect the drop at frequencies that exceed
the central frequency by 10 MHz and thus is the only de-
vice able to characterize that the Wi-Fi transmission has
the central frequency of 2432 MHz (channel 5). Moreover,
taking into account the increased 1024 bin FFT resolution
(24.41 KHz/bin) that is generated by the USRP N210 and
plotted in Fig. 2(a), we observe that the PSD distribution
is presented at the OFDM subcarrier level, among the 52
subcarriers that the 802.11n compatible transmission uses.
Figures 4(a), 4(b), 4(c) and 4(d) plot the PSD, as evalu-

ated by each device in the second scenario. We observe that
all devices detect channel 1 (freq. 2412 MHz) to be busy,
while the rest part of the spectrum in the 2.4 GHz is charac-
terized by Energy levels that are close to the Noise level (-
100 dBm). In addition, the amount of channel switches that
each device needs to perform in order to sense the whole 80
MHz band can also be extracted from the corresponding fig-
ures. Based on the bandwidth specification of each device,
the USRP N210 (25 MHz) needs to switch its operational
frequency 3 times, the USRP E110 (5 MHz) 15 times, the
imec SE (20 MHz) 3 times and the AR9380 (20 MHz) 3
times, to sense the whole 80 MHz wide 2.4 GHz band.



(a) USRP N210 (b) USRP E110 (c) imec SE (d) Atheros AR9380

Figure 4: Power Spectral Density evaluation - Scenario 2

(a) USRP N210 (b) USRP E110 (c) imec SE (d) Atheros AR9380

Figure 5: Power Consumption evaluation - Scenario 2

5.2 Power Consumption
5.2.1 Consumption during Measurement Collection
In parallel with the PSD evaluation, we attach dedicated

NITOS ACM cards to each one of the devices, in order to
measure the energy consumption during the spectrum sens-
ing procedure and plot the collected results in Figures 3
and 5 for each scenario. As soon as the devices have been
properly configured and the actual sensing procedure takes
place, the power consumption of each device reaches a sta-
ble level, which equals 9.68 W for the USRP N210, 10.54
W for the USRP E110, 2.39W for the imec SE and 0.57 W
for the AR9380 accordingly. In general, we remark that the
commercial Atheros AR9380 Wi-Fi chipset presents the best
energy e�ciency, while the embedded imec SE is also char-
acterized by a low power consumption profile, in comparison
with the energy harvesting research oriented USRP devices.
In the second scenario the power consumption presents ex-
actly the same results, however the duration of the sensing,
transferring and processing procedures is prolonged and thus
the energy consumption is increased.

5.2.2 Consumption during Measurement Processing
Both the imec SE and the AR9380 devices process mea-

surements in hardware and as a result isolation of consump-
tion due to processing cannot be obtained. Regarding the
consumption of the USRP devices N210 and E110, we mea-
sure the consumption of the ATOM-based (Intel Atom D525,
1.8 GHz) host machine and the embedded processor, during
measurements processing. Figures 6(a) and 6(b) depict the
power consumption increase that the processing results in,
which equals approximately 1.35 W for the ATOM and 0.4
W for the E110. In addition, Fig. 6(c) plots the power
consumption of the AR9380 in the second scenario, where
we observe spikes that correspond to the channel switching
operation that lasts 1.2 ms and verifies the reported in the
o�cial product specifications channel switching delay.

5.3 Sensing Delay Distribution
As we are not able to estimate the distribution of Sens-

ing Delay for the imec SE and the AR9380 devices, here
we present results that were obtained while experimenting
with the USRP devices. Having configured the MCD in-
terval of 64 µs, the 1600 samples that have been collected
by the USRP N210 require 79 µs to be transferred over the
GbE, while the USRP E110 requires 58 µs to transfer the
320 samples from the FPGA to the RAM memory of the
embedded machine. Regarding the processing duration, the
1024-bin FFT operation is executed in 701 µs on the ATOM
based host machine and 240 µs to run on an i7-based (In-
tel i7-2600, 3.40 GHz). Finally, the ARM Cortex-A8 of the
USRP E110 requires 1800 µs to execute the 256-bin FFT op-
eration. Figures 7(a), 7(b) and 7(c) plot the distribution of
total Sensing Delay in the three di↵erent setups. We clearly
notice that the processing process dominates the total delay,
as it exceeds the duration of the other two phases and thus
real-time sensing cannot be performed under these configu-
rations. In USRP N210, data transfer happens in parallel
with the sensing, as two di↵erent hardware modules inside
the FPGA work in parallel. Hence, the reason that consists
our solution incapable of performing real-time sensing is the
high processing delay. However, as experimentation with
longer MCD intervals, showed that the processing duration
becomes significantly lower, we expect that real-time sens-
ing can be performed in systems able to achieve significant
amount of parallel processing.

6. EXTERNAL CASE EVALUATION
In this section, we assess the performance of an exter-

nal use case that implements real-time spectrum sensing
on SDRs, through a multi-threaded sensing engine software
that achieves parallel processing. The sensing engine un-
der evaluation was presented in [25] and is composed of
two main threads, among which the first one is responsi-
ble for collecting samples from the USRP, while the sec-
ond thread is responsible for processing the acquired sam-
ples. The sample-processing procedure again generates sev-
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Figure 6: Power Consumption during processing of measurements collected over the MCD interval

 

83%

8%

9%

 

Sense Transfer Process

(a) USRP N210 - ATOM

 

63%

21%

17%

 

Sense Transfer Process

(b) USRP N210 - i7

 

94%

3%
3%

 

Sense Transfer Process

(c) USRP E110

Figure 7: Sensing Delay distribution

Sensing Delay Channel Bandwidth
Distribution 5 MHz 7 MHz 9 MHz 25 MHz

Collected Samples 125K 175K 225K 625K
Sensing 25 ms 25 ms 25 ms 25 ms

Transferring 4ms 5.6 ms 7.2 ms 20 ms
ATOM Processing 13.7 ms 18 ms 22.3 ms -

i7 Processing 4.6 ms 6.2 ms 7.3 ms 17.3 ms

Table 3: Sensing Delay Distribution across varying
bandwidth configurations for the USRP N210 when
attached with ATOM and i7-based setup

eral sub-threads to process the incoming samples in paral-
lel, by calculating the FFT-based PSD and the energy for
specified channels. Once all sub-threads finish processing,
they terminate and the original sample-processing thread
outputs the result. We configure the sensing engine to use
16 processing threads that process in parallel the samples
received from the sample-collecting thread at the highest
configurable sampling rate of the USRP N210 (25 MSps).
In cases that the sample-processing thread can no longer
follow the sample-collecting thread, the software detects the
overflow of samples and terminates.

The sensing engine under evaluation has been shown (in
[25]) to sense in real-time when running on a hexacore server
machine. In this experiment, we use the developed frame-
work to evaluate its performance under the dual-core ATOM-
based and the quad-core i7-based setups, trying to investi-
gate whether these setups are able to provide for real-time
spectrum sensing. We configure the sensing engine to sense
Ch. 5 (2432 MHz) of the 2.4 GHz band and detect the pres-
ence of 802.11 Beacon frames that are transmitted every 100
ms, in order to validate the performance of the channel occu-
pancy monitoring procedure. According to the IEEE 802.11
standard [26], Beacon frames are 134 bytes long and trans-
mitted at 6 Mbps bitrate, thus their transmission requires
approximately 179 µs. We also configure the MCD inter-
val at 25 ms and are able to take 4 decisions about channel
occupancy within the 100 ms interval.

While experimenting with the ATOM-based setup, over-
flow of samples was detected when the channel bandwidth
was configured above the 9 MHz. On the other hand, the

i7-based machine did not experience any overflows even in
the 25 MHz bandwidth configuration. Figures 8(a) and 8(b)
present the outcomes of our evaluation in terms of Sensing
Delay Distribution, across varying channel bandwidth con-
figurations. The obtained measurements are detailed in Ta-
ble 3 and show that both systems are capable of sensing the
spectrum in real time up to the 9 MHz and 25 MHz band-
width configuration accordingly. Under this setup, the mul-
tithreaded system implementation is able to execute the pro-
cessing phase in parallel with the sample acquisition phase,
as long as the processing delay is constantly lower than the
sensing delay. In Fig. 8(c), we also plot the average power
consumption that the ATOM-based setup results in, under
the three configured bandwidth values. We clearly observe
that the increasing amount of data that are being processed
impacts instantaneous power consumption and more specifi-
cally remark that the 5 MHz, 7 MHz and 9 MHz, resulted in
the 25.684 W, 26.2413 W and 26.7276 W of average power
consumption accordingly. In order to demonstrate the seam-
less capturing of 802.11 beacons, we plot in Figures 9(a),
9(b) and 9(c) spectrograms as resulting under each setup
accordingly. During 700 ms, seven beacon signals are trans-
mitted and they are all captured, clearly demonstrating the
advantage of seamless capturing.

7. CONCLUSIONS
In this paper we demonstrate a framework that enables

evaluation of cognitive devices, in terms of sensing delay
and resulting energy consumption. We present a monitor-
ing procedure that has been directly integrated in the ex-
perimentation tools of the CREW facilities and demonstrate
how it aids in the online evaluation of 4 di↵erent cognitive
platforms in terms of the aforementioned metrics. We also
use the developed framework to experimentally validate a
real-time spectrum sensing solution that implements paral-
lel processing on software-defined radios.
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Figure 8: External use case evaluation across varying bandwidth configurations
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