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Abstract— As the growth of mobile data traffic places signif-
icant strain on cellular networks, plans for exploiting under-
utilized network resources become increasingly attractive. In this
paper, we propose, design, and evaluate a data offloading archi-
tecture, where mobile users are offloaded to mesh networks,
which are built and managed by residential users. Such networks
are often developed in the context of community networks or,
recently, as commercial services. Mobile network operators can
lease capacity from these networks and offload traffic to reduce
their servicing costs. We introduce an analytical framework that
determines the offloading policy, i.e. which mobile users should
be offloaded, based on the energy cost induced to the cellular
base stations. Accordingly, we design a minimum-cost servicing
policy for the mesh networks. Clearly, such architectures are
realizable only if the mesh nodes agree with each other to jointly
serve the offloaded traffic. To achieve this, we employ the Shapley
value rule for dispensing the leasing payment among the mesh
nodes. We evaluate this paper by simulating the operation of the
LTE-A network, and conducting test bed experiments for the
mesh network. The results reveal significant savings for eNBs
power consumption and reimbursements for mesh users.

Index Terms— Mobile data offloading, mesh networks, network
economics, Shapley value.

I. INTRODUCTION

TODAY we are witnessing an unprecedented growth of
mobile data traffic [2] that places significant strain on

cellular networks and increases the CAPital and OPerational
EXpenditures (CAPEX, OPEX) of mobile network opera-
tors (MNOs). Therefore, it is not surprising that methods for
offloading part of this traffic to Wi-Fi networks are gaining
increasing interest from industry, academia, and policy-making
agencies [3]. At the same time, recent technological advances
and standardization efforts, such as Hotspot 2.0 [4], and the
3GPP ANDSF service [5], render these offloading solutions
highly attractive by enabling secure and seamless handover,
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and allowing co-existence and inter-working on single user’s
devices, among networks of different radio access technology.
In this context, a disruptive and forward-looking idea is for
the operators, apart from deploying expensive proprietary
Wi-Fi networks, to lease the idle network capacity of resi-
dential users in order to offload cellular traffic on the spot
and on demand. This solution has been proposed for femtocell
and Wi-Fi access points (APs) [6], [7]. We make here a further
step and propose the employment of Wi-Fi mesh networks that
are managed collaboratively by residential users, for building
carrier-grade offloading architectures.

Such mesh networks emerge nowadays in various different
contexts. First, several community networks (CNs) have been
deployed by residential users for sharing content and network
resources. Reference [8] provides a list with such networks
in Europe, some of which exceed 25,000 nodes, while sim-
ilar networks have been deployed also in USA with great
success, e.g., see [9]. CNs complement conventional cellular
network infrastructures, mainly in areas where coverage is
poor, and/or access is expensive. Similar models have been
also commercially launched1 either by major network opera-
tors, e.g., by Telefonica [11], or by alternative Internet service
providers, e.g., Netblazr [12]. For example, the BeWifi service
of Telefonica [11] enables residential users in proximity to
create mesh networks and share their Internet access. These
mesh networks can serve as an offloading solution under
a monetary compensation offered by the MNOs.

This promising collaborative data offloading architecture
inevitably raises many questions for which we currently
lack answers. First, we need to explore how such non-
3GPP networks can be properly integrated in cellular systems.
Existing offloading solutions are mainly opportunistic and
best-effort services, operate independently from the infrastruc-
ture networks and do not provide any quality of service (QoS)
guarantees to the offloaded users. For the next generation
carrier-grade offloading architectures this approach is not
suitable. Thus, we need to devise the technical solutions
that can support QoS-enhanced offloading offered by the
cellular network. Moreover, it is crucial to explore meth-
ods for assessing the performance and accordingly optimiz-
ing these network-initiated offloading schemes. How much
traffic should be offloaded and which mobile users should be
selected? And, more importantly, what are the cost savings for

1Besides, there are many Wi-Fi communities, e.g., FON [10], where users
coordinate and provide similar offloading services.
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the operators? While we already know that offloading is
beneficial for users (e.g., it provides energy-prudent wireless
links) there is no systematic study of the operators’ benefits.
Besides, the hitherto offloading motivation was to alleviate
congestion in heavy-duty cellular traffic situations. How useful
is offloading for moderate load situations?

At the same time, there are many questions for the mesh
node owners (e.g., the residential users) who have to collabo-
rate with each other to serve the cellular traffic. For example,
some nodes may need to offer more network resources
(e.g., bandwidth or energy) than others, and some of them
may not be willing to participate. Is there a way to facilitate
their agreement on this joint offloading task? Before answering
this incentive design question, we need to assess the impact of
offloading both in energy costs and in terms of delay induced
to the internal traffic of the mesh network. Are nodes which do
not participate in offloading immune to these costs or they also
experience negative externalities? Finally, this carrier-grade
offloading architecture must ensure that the offloaded traffic
will be served with proper quality criteria (at least in terms of
rate). This is crucial to motivate the participation of mobile
users. Which servicing policy at the mesh network satisfies
this constraint?

A. Methodology and Contributions

It is clear from the above that the realization of next
generation carrier-grade and network-initiated offloading solu-
tions requires architectural advancements, optimization mech-
anisms, and practical tests to assess their performance. This
is exactly the goal of our study. In particular, we consider the
scenario depicted in Fig. 1, where the base stations (eNBs)
of an LTE-A network2 serve mobile users (MUs)3 in a cer-
tain area. Every MU device is equipped with LTE and
Wi-Fi interfaces. The LTE-A macrocells overlap partially with
a Wi-Fi mesh network managed by a group of residential users
(other than the MUs). First, we design the offloading mecha-
nism which aims at reducing the costs of the MNO. The main
operating expenditure of the cellular network is the eNBs’
energy consumption [13], [14]. Minimizing this cost is the
main goal and the key criterion for selecting which users to
offload. We propose an offloading method that leverages the
information from the eNB scheduler, namely the allocation of
spectrum resource blocks and transmission power to each MU.
This scheduling policy is devised at each eNB and indepen-
dently of the offloading decisions, often with the objective
to minimize the base station power consumption [15], [16].
Based on the energy impact and the demands of the MUs,
the mechanism decides which of them should be offloaded.
This decision is constrained by the Internet access availability
of the mesh network, which is usually the servicing bottleneck
in these systems [8], [9], [11], [12]. The offloading mecha-
nism is optimized and tailored to the operation of the LTE
network and can be adjusted to different offloading criteria

2Our methodology is also backwards compatible and directly applicable to
LTE networks. It can also support other network technologies (e.g. WiMAX),
as it is based on the broadly employed OFDM scheme.

3We use this notation as a complementary term of the user equipment (UE)
used in 3GPP terminology.

Fig. 1. A multicellular LTE-A network serving mobile users that are partially
covered by a Wi-Fi mesh network.

(e.g., selecting the users with highest demands), or different
eNB scheduling objectives (e.g., maximizing throughput).

Once the MNO has decided the traffic that should be
offloaded, the mesh network determines how this data will
be further routed to/from the Internet gateways, taking into
account the mesh network available resources and servicing
costs. We cast this as a multi-commodity minimum-cost flow
optimization problem, where each commodity corresponds to
the data of each offloaded MU. Nowadays, such policies can be
imposed in a very small time scale, e.g., by utilizing Software
Defined Networking (SDN) solutions [17]. The offloading
architecture employs the LTE QoS mechanism and ensures that
the offloaded users will enjoy comparable servicing rates in the
mesh network. This is a hard constraint in the above problem.
Accordingly, we design a mechanism for dispensing the profit
of the mesh network, i.e., the compensation from the operator
minus the servicing cost, among the Wi-Fi mesh nodes. It is
based on the concept of the Shapley value [18], [19] which,
under certain conditions, ensures that the cooperating mesh
nodes will agree to participate in the offloading service. A node
that abstains from servicing offloaded traffic might still incur
indirect costs (e.g., in terms of interference) which however are
substantially different than the direct energy and delay costs
when it serves mobile data. The proposed incentive mechanism
is proved to satisfy all the nodes and ensure their collaboration.

The proposed architecture takes into consideration the
particular characteristics of such systems. For example, user
association (and hence offloading decisions) cannot be derived
in a very small time scale as eNB re-selection requires
several seconds [15], [20]. On the other hand, the eNBs’
resource allocation decisions can be made in msecs, i.e., every
transmission time interval (TTI), but channel quality feedback
information (CQI) from the devices to the eNB are available
every tens of ms. We explicitly model these limitations and
discuss in detail how such a scheme can be incorporated into
LTE-A architectures. Finally, we conduct a detailed simulation
to evaluate the energy savings that an eNB may obtain
in practice from offloading. We also set up in the NITOS
wireless testbed [21] an actual mesh network that resembles
a residential mesh network similar to BeWiFi networks [11].
This allowed us to quantify the delay the offloaded users
experience, and measure the impact of offloading on the energy
consumption and the internal traffic of the mesh network,
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under different loads. To this end, our contributions can be
summarized as follows:

• Offloading Architecture. We propose a new carrier-grade
architecture for offloading mobile data to mesh networks.
We discuss the necessary details for integrating this
architecture into the emerging 4G/5G networks. In doing
so, we take into account the latest 3GPP advancements
about LTE and Wi-Fi inter-working so as to handle the
data traffic efficiently.

• Offloading Optimization Framework. We introduce an
analytical framework for maximizing the cellular offload-
ing benefits and minimizing the respective energy and
Internet usage costs for the mesh network. This frame-
work identifies the most preferable to be offloaded users,
based on the possibly different cost criterion of each oper-
ator, and devises the minimum-cost servicing policy for
the mesh network. Our analysis can be used for different
mesh network architectures, such as small residential or
larger community mesh networks [8], [11], [12].

• Game-theoretic Analysis. We provide a profit-sharing
rule, based on the Shapley value, and prove that it ensures
the participation of all mesh nodes. That is, we formulate
the joint offloading task of the mesh nodes as a coalitional
game and show that it has a non-empty core, which
ensures the voluntareer participation of all mesh nodes.

• Performance Evaluation. We evaluate the above decision
framework using a detailed simulation analysis and exten-
sive experiments conducted in a residential small mesh
network that is deployed in NITOS heterogeneous exper-
imental facility [21]. We found that the power savings
for an eNB that consumes 19.3308 Watt (in one slot)
range from 0.88 Watt (or 4.56%) up to 10.39 Watt
(or 53.75%), based on its load, and can be achieved by
offloading 25% of its mobile users. Moreover, we showed
that a small mesh network can serve these offloading
requests without introducing practically any additional
delay. Finally, we explored the aggregate energy cost
of the mesh nodes and the delay induced in the local
traffic due to offloading. We found that under heavy
local load the delay increment can reach 19.86% and the
corresponding energy consumption 8.13%, for offloading
large amounts of cellular traffic.

The rest of this paper is organized as follows: Section II
introduces the system model for the cellular and the
Wi-Fi mesh network. We formulate the respective optimization
decision frameworks in Section III. Section IV introduces the
profit-sharing policy. In Section V we present the numerical
and experimental setup, and the respective results. We discuss
related works in Section VI and summarize our findings and
conclusions in Section VII.

II. MODEL

A. LTE/LTE-A Network

We consider the downlink operation4 of a multicellular
network that consists of a set K of K base stations (eNBs)

4The analysis for uploading is similar (architecture, mechanism), although
one should take into account the differences that arise in the physical layer
and the respective radio resource management (RRM) techniques.

Fig. 2. A Wi-Fi mesh network architecture that its coverage range expands
over multiple eNB cells of an LTE-A network. Some of the Wi-Fi nodes
are (i) equipped with an AP for serving local traffic and/or (ii) used to provide
Internet access to the mesh network (gateways).

for a time period of T subframes, possibly expanding over
multiple frames. We denote with Nk the set of mobile users
that are associated with eNB k ∈ K , and with N = ∪k∈K Nk

the total users. Each user n is assigned by the LTE QoS
mechanism a data rate of Dn/T ≥ 0 bps for the current period,
based on the class of service she uses, her subscription status,
etc. Some mobile users may be in range with a node of the
mesh network, while some others may not. Each base station k
has a set Mk of Mk resource blocks (RB) that can be allocated
to users in each subframe t = 1, 2, . . . , T . Hence, there are
in total Mk · T RBs. We assume that proper enhanced Inter-
Cell Interference Coordination (eICIC) techniques are applied,
each base station operates on a different frequency domain in
its cell, and orthogonal RBs allocation is performed [20]. The
system is considered quasi-static, i.e., users do not join or leave
the cell during the current time period, and the channels do
not change significantly (flat fading). Besides, such offloading
mechanisms are appropriate for static or slowly moving users.
Note that, even if channels change rapidly, the eNB cannot
be aware of this fact, as mobile users transmit their channel
quality indicator (CQI) measurements only once during this
time period (typically every 8 ms).

Each eNB k ∈ K devises the resource block assignment and
power allocation policy for serving its users. Let xnm(t) ∈
{0, 1}, n ∈ Nk, m ∈ Mk , denote whether RB m ∈ Mk

is allocated to user n ∈ Nk during subframe t . Let Pnm(t)
denote the respective transmission power. For each RB the
base station can determine a different transmission power. The
rate (in bps) for each user n ∈ Nk is:

rn(t) =
M∑

m=1

xnm(t)Wb log

(
1 + hnm(t)xnm(t)Pnm(t)

σ 2

)
, (1)

where Wb is the symbol rate per RB,5 and hnm(t) the channel
gain of user n ∈ Nk in RB m ∈ Mk during slot t . These
parameters are estimated through the CQI feedback. Hence,
the scheduling policy of eNB k ∈ K consists of the RB

5In LTE-A systems, OFDM symbols are grouped into RBs, each one having
bandwidth of 180 K H z, consisting of 12 subcarriers. In the time domain, one
RB slot contains 7 symbols of 0.5 ms, each one carrying 2 to 6 bits based on
the modulation scheme. Each time transmission interval (TTI) lasts for 1 ms
and constitutes a subframe of two RB slots.
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TABLE I

SYSTEM MODEL PARAMETERS

assignment vector:

xk = (
xnm(t) : n ∈ Nk, m ∈ Mk, t = 1, . . . , T

)
, (2)

and the power allocation vector:

Pk = (
Pnm(t) ≥ 0 : n ∈ Nk, m ∈ Mk, t = 1, . . . , T

)
. (3)

Notice that this policy is derived by each eNB - independently
of the offloading mechanism - so as to serve the user requests.
Based on this policy the operator determines which users are
expected to consume the largest amount of energy, and hence
they are more costly and they should be offloaded. We define
the set of offloaded users as No ⊆ N .

B. Mesh Network

The mesh network is modeled by a directed graph
G = (V , E), where V is the set of the V = |V | mesh nodes,
and E the set of the backbone point-to-point links, (see Fig. 2).
The Wi-Fi mesh network expands over multiple eNBs cover-
age areas. Each node v ∈ V comprises a wireless mesh router
for the backbone links, and possibly a Wi-Fi AP for serving
local traffic (hereafter called local AP). Moreover, some nodes
may have Internet connections, thus acting as gateways for
the mesh network. The channel fading gains for the backbone
links, and the network configuration are considered constant
during T .6

The mesh network dedicates certain amount of link capac-
ities to the offloading mechanism. Such a segregation can
be achieved in practice with tools such as AFFIX and
Click [22], [23], or with SDN architectures [17]. In particular,
every mesh link (v, u) ∈ E has an average available capacity
of Cvu ≥ 0 bps, and each node v ∈ V a capacity of
Cv0 ≥ 0 bps for delivering mobile data and Internet access of
Cvg ≥ 0 bps. In most network deployments [8], [11], [12], this

6Tasks such as channel re-allocation and AP deployment that may change
the properties of the mesh network, involve many different entities. Thus, it is
not reasonable to assume that such a re-configuration is accomplished very
often.

Internet capacity is the actual bottleneck of the mesh network,
as it is much smaller than the capacity of the backbone
links or the local AP capacity. In other words, it holds
Cg = ∑

v∈V Cvg ≤ ∑
v∈V Cv0.

The servicing policy of the mesh network comprises the
routing and flow decisions for the set No ⊆ N of the offloaded
mobile users. Let f (n)

vu ≥ 0 denote the average flow (bps) of
data transfer over the wireless link (v, u) for the offloaded
user n ∈ No, i.e., commodity (n). Also, f (n)

v0 ≥ 0 denotes the
Wi-Fi flow of node v for delivering the offloaded traffic (n),
and f (n)

vg ≥ 0 the respective Internet flow. The mesh network
policy is:

f = (
f (n)
vu , f (n)

v0 , f (n)
vg : (v, u) ∈ E, v ∈ V , n ∈ No

)
, (4)

and it is constrained by the respective link capacities.
Additionally, each node v ∈ V is half-duplex constrained, and
cannot simultaneously send and receive flows of traffic with
maximum rate to all her neighbors. Moreover, the performance
of each node is limited by the concurrent packet transmis-
sions that occur within its range and use the same channel.
Then, according to the interference protocol model as it is
applied for the backbone links of the mesh network [24], [25]
the policy should satisfy the following set of constraints:

( ∑

i∈I n(u)

f (n)
iu

Ciu
+

∑

i∈Out (u)

f (n)
ui

Cui
+

∑

i∈I n(v)

f (n)
iv

Civ

+
∑

i∈Out (v)

f (n)
v i

Cv i

) ≤ 1, ∀ (u, v) ∈ E, (5)

where Out(u) = ( j : (i, j) ∈ E), In(u) = ( j : ( j, i) ∈ E)
are the set of outgoing and incoming one-hop neighbors of
node u in the mesh network. Note that the above constraint
refers to the case where the mesh backbone links use a single
channel. Nevertheless, the model can be directly extended for
cases where multiple different channels are used, (e.g., [24]).
We assume the local transmissions are realized over different
channels and do not interfere with the mesh backbone links.
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It is clear from Eq. (5) that even if a mesh node does
not participate in the offloading task, it will still experience
interference and thus delay and energy cost for its local
traffic.

The energy cost in particular can be very important. eTX
uv ≥ 0

and eRX
uv ≥ 0 (Joules/bit) denote the transmission and reception

energy consumption for each link (u, v) ∈ V , respectively.
Also, eTX

v0 ≥ 0 and eRX
v0 ≥ 0 are the respective parameters

for transmitting local traffic, which is expected to be lower
than the point-to-point links. We do not consider the energy
consumption for the wireline Internet connections. Finally,
we denote with pv ≥ 0 the price node v pays per bit that
she downloads from Internet. Some mesh networks may be
charged for their Internet access with usage-based schemes,
while others with flat-pricing schemes (e.g., in Australia) and
we set the price to zero for them. Finally, Table I summarizes
the system model parameters.

III. OFFLOADING DECISION FRAMEWORK

In this Section, we analyze the offloading decision frame-
work which implements and enforces two policies: the offload-
ing policy of the LTE-A multicellular network, and the routing
and servicing policy for the offloaded traffic that is employed
by the Wi-Fi mesh network. We also discuss the practical
aspects of incorporating such a mechanism into a 3GPP
architecture.

A. Practical Considerations

The first step for offloading is the mobile user to explore
if she is in range with any node of the Wi-Fi mesh network,
and then to initiate the connection establishment procedure
with it. 3GPP has introduced the ANDSF mechanism [5]
in order to assist mobile users to discover and access non-
3GPP radio networks. Additionally, in [26] and [27] 3GPP has
specified two different types of Wi-Fi access modes (trusted
and non-trusted) and the corresponding methods to ensure
IP-persistence, and maintain seamless flow mobility while
offloading users. Our offloading framework extends the 3GPP
architecture for inter-working between an LTE-A and a trusted
Wi-Fi network, Fig. 3. To enable carrier-grade mobile data
offloading to/from the Wi-Fi mesh network, certain com-
ponents of EPC should be involved as described in the
sequel.

The Mobility Management Entity (MME) processes the con-
trol signaling between eNBs and the core network. During the
offloading process, its role is to collect specific measurement
information (i.e., metrics about energy consumption and traffic
requests) which is sent by eNBs. Moreover, it is informed
about the capacities offered by the complementary networks.
The MME determines the offloaded users and triggers the
process for shifting them to the complementary network.
The offloading process is then forwarded to the P-GW as
it offers the means to support dynamic network-based traffic
optimization.

The PDN Gateway component (P-GW) serves as the mobil-
ity anchor between 3GPP and non-3GPP networks, and it is
the entry/exit point of traffic with the latter. Its role is to

Fig. 3. Non-roaming architecture for mobile data offloading. The architecture
is based on 3GPP specifications TS 23.402 [26] & TS 23.234 [27] for
offloading and WLAN-3GPP networks interworking.

provide a mobile user with connectivity to external packet
data networks. Finally, the WLAN Access Gateway (WAG)
purpose is to enable access and packet filtering to traffic that is
destined to the WLAN network. It takes the role of a router for
the Wi-Fi mesh network and also enforces routing of packets
through the P-GW. The WAG implements certain policies for
offloading enforcement and also supports QoS mechanisms.

B. LTE-A Offloading Policy
The first step in devising the offloading policy is to calculate

the expected servicing cost for every user n that is served by
each eNB k ∈ K . In order to do so, we need to quantify
the power and the spectrum that she will consume, based on
her location in the cell and her traffic rate demands. It is
important to emphasize here that eNBs while adopting the
proposed offloading framework are not encumbered with extra
computational cost. Instead, the determination of the costly
users stems from the power allocation and RB assignment
policy the eNB scheduler has to devise in order to serve
its users. Moreover, the offloading mechanism can work
in conjunction with different schedulers, e.g., maximizing
throughput, ensuring fair rate allocation, etc, (please see [15]
for a survey) as it only requires the spectrum and power
allocation results.

In this work we assume that the MNO aims at minimizing its
OPEX costs, and hence it enables the eNB scheduler to apply
a policy that minimizes the aggregate transmission power.
This policy is derived from the solution of the following cost
optimization problem that each eNB k ∈ K solves in the
beginning of every time period T :

COPk : min
Pk ,xk

M∑

m=1

N∑

n=1

T∑

t=1

xnm(t)Pnm (t) (6)

s.t.
T∑

t=1

rn(t)T0 ≥ Dn, ∀ n ∈ Nk, (7)

xnm(t) ∈ {0, 1}, Pnm(t) ≥ 0 ∀ n ∈ Nk, m ∈ Mk, t, (8)

where T0 = 1ms is the duration of the LTE subframe,
and rn(t) is given by Eq. (1). We assume that this problem
has a feasible solution [16] that is denoted by (x∗

k , P∗
k ),

i.e., we consider that the maximum transmission power and
the available spectrum are sufficient to serve the mobile users
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in cell k ∈ K .7 Clearly, this is an NP-hard problem that
cannot be solved optimally in polynomial time [28]. However,
there have been proposed various heuristic or approxima-
tion methods [29], while it is possible to employ brute-
force solutions (e.g., branch-and-bound) to reduce computing
cost and delay when enough computational power is
available.

The benefits from offloading the traffic of a mobile user can
be calculated by taking into account the energy consumption
cost of the serving eNB k. Clearly, the operator will decide to
offload as many users8 as possible based on the available mesh
network capacity (that is upper bounded by the capacity of the
Internet access in the gateway nodes). Note that the total power
consumption of a base station is generally a linear function of
the total transmission power [13], [14]. Yet, we explain below,
and verify in Section V through experiments, that the offloaded
users experience a comparable service from the mesh network.

Once the servicing policy of the eNB has been devised,
the offloading decisions can be determined directly based on
the eNB’s resource block assignment and power allocation
solution, i.e., without requiring the eNB to perform additional
computations specifically for the offloading mechanism. In this
context, every MU is described by the amount of energy she
would consume, the amount of data she requests, and whether
she is effectively covered or not by a mesh AP. In particular,
every eNB k ∈ K , after solving the respective COPk problem,
creates the set9 Lk = (

(en, Dn) : n ∈ Nk
)
, where en denotes

the energy that user n ∈ Nk consumes according to the solution
(x∗

k , P∗
k ):

en =
Mk∑

m=1

T∑

t=1

x∗
nm(t)P∗

nm (t). (9)

At this point, we need to emphasize that this is the expected
energy consumption for every mobile user n ∈ Nk during
the period of interest T , since: (i) problem COPk is solved
using estimations for the channel gains h̃nm(t) as the MUs
cannot in practice provide feedback in every subframe t ,
(ii) in some cases the eNB may update its scheduling policy
during T by solving again its resource allocation problem;
this might change the energy consumption of the MUs as the

7If the eNB k ∈ K cannot serve all the users, some of them will be dropped.
This case does not affect our analysis. Besides the framework is applicable
for different formulations of the C O Pk problem and it can be adapted to
other performance-cost optimization criteria such as throughput maximization,
as the eNB scheduling objective is not specified in 3GPP standards.

8More specifically, not only the users but their services require individually
priority handling. As every mobile user traffic in LTE is differentiated by
bearers of different QoS constraints, one mobile user may have multiple
bearers of traffic with diverse demands. The proposed analysis can be directly
extended to the above case and hence it is more reasonable to assume that part
or the whole traffic of a user is offloaded. However, without loss of generality
we say that a user is being offloaded.

9The eNB takes into account the effective coverage of its users in the mesh
network. That is enabled by ANDSF service which allows each MU to map
from its current location a list of the Wi-Fi networks and the eNB to identify
the eligible users to offload. MUs detect the presence of any Wi-Fi network
and advertise this discovery information to the ANDSF server reporting
(i) a list of available WLANs to each MU, (ii) channel quality indicators and
reference signals (RSSI for strength, RSRP for received power and RSRQ for
received quality), (iii) the MUs geographical coordinates, and (iv) the eNB’s
cell id.

new decisions will be made based on the updated CQI values.
However, when one takes into account the practical limitations
of user association [30], [31], which cannot be realized very
fast, and the computational cost of solving the scheduling
problem, it is reasonable to assume that in practice these
expected values should be used for making the offloading
decisions.

Every eNB k ∈ K communicates the set Lk to the EPC core
where the central offloading decisions are made. In particular,
the MME unit receives these sets L = ∪k∈K Lk and, based
on the mesh network coverage information which is provided
by the ANDSF service, devises the overall set NL of users
that are eligible for offloading. Accordingly, the MNO selects
the users that will be offloaded, considering also the criterion
of the Wi-Fi channel quality. This decision depends on the
energy consumption and on the data demand of each user,
as it is assumed that the mesh network has limited Internet
access. Technically, this is a knapsack problem, where the
knapsack size is the available total Internet access of the mesh
network Cg , the value of each item n ∈ N is the energy cost,
and the size is the respective data usage Dn , and thus can be
solved in pseudo-polynomial time [32].

C. Mesh Network Servicing Policy

Once the MME has determined the set of users No to
offload, the WAG network determines the routing policy f
so as to meet the user traffic demands and the traffic delivery
requirements. We study the mesh network for a time period
during which the data that will be delivered to every user
n ∈ No should satisfy the respective demand:

∑

v∈V

f (n)
vg Q ≥ Dn,

∑

v∈V

f (n)
v0 Q ≥ Dn . (10)

The flow conservation constraints must be also satisfied [24]:

f (n)
vg +

∑

q∈I n(v)

f (n)
qv = f (n)

v0 +
∑

u∈Out (v)

f (n)
vu , v ∈ V , n ∈ No, (11)

where f (n)
vg is the flow v downloads from Internet, f (n)

qv is the
incoming flow from each node q ∈ In(v), fv0 is the flow from
node v to user n, and fvu is the outgoing flow to u ∈ Out (v).

The objective of the mesh network is to deliver the requested
content within the time period Q, while incurring the min-
imum possible cost. This will ensure that the Wi-Fi mesh
network will have the largest possible net benefit, which
consists of the reimbursement given by the operator minus
the incurred cost. Clearly, the mesh network needs to allocate
to each offloaded user only those resources that are necessary
so as to satisfy the QoS level Dn that has been determined
by the MNO. Please note also that this servicing policy does
not need to consider the local internal mesh traffic since the
link capacities are segregated (between offloading and internal
traffic).

Given the above, the policy of the mesh network can
be derived by solving the minimum cost flow optimization
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problem (MFP):

min
f

α

( V∑

v=1

∑

n∈No

eTX
v0 f (n)

v0 +
∑

(v,u)∈E

∑

n∈No

(
eTX
vu + eRX

vu

)
f (n)
vu

)

+
V∑

v=1

∑

n∈No

pv f (n)
vg (12)

s.t.
∑

v∈V

f (n)
vg Q ≥ Dn,

∑

v∈V

f (n)
v0 Q ≥ Dn, ∀n ∈ No, (13)

f (n)
vg +

∑

q∈I n(v)

f (n)
qv = f (n)

v0 +
∑

u∈Out (v)

f (n)
vu , ∀n ∈ No, (14)

( ∑

i∈I n(u)

f (n)
iu

Ciu
+

∑

i∈Out (u)

f (n)
ui

Cui
+

∑

i∈I n(v)

f (n)
iv

Civ

+
∑

i∈Out (v)

f (n)
v i

Cv i

)
≤ 1, ∀ (v, u) ∈ E, (15)

0 ≤
∑

n∈No

f (n)
vu ≤ Cvu, ∀ (v, u) ∈ E, (16)

0 ≤
∑

n∈No

f (n)
vg ≤ Cvg, 0 ≤

∑

n∈No

f (n)
v0 ≤ Cv0, ∀v ∈ V , (17)

where parameter α ≥ 0 is the electricity rate price that trans-
forms the energy consumption cost to monetary units based
on the retail electricity cost. We assume that the mesh network
is a retail electricity consumer, where the flat rate prices
are regulated by the Energy Regulatory Commission of each
country. Indicatively, in US the rate is 0.025 USD/KWh
or 6.94 · 10−9 USD/J, and in Greece 0.054 EUR/KWh or
1.5·10−8 EUR/J (note that 1KWh=3.6MJ). Also, recall that pv

is the Internet access cost of node v per bit, that may capture
both a flat pricing scheme or a capped Internet access plan as
explained in the previous section. This is a linear programming
problem, with closed, compact and convex constraint set [33].
Hence, it can be solved optimally in polynomial time. Besides,
we assumed that the bottleneck of the mesh network is the
Internet access capacity (as this is motivated by real mesh net-
work deployments, e.g., [8], [9]), and the latter has been taken
into account in deciding the set No. Hence, the MFP problem
is feasible and the mesh servicing policy is realizable. The
offloading decision framework is summarized in Algorithm 1.

IV. PROFIT SHARING POLICY

Each node of the mesh network will agree to cooperate in
this offloading task only if she receives a fair portion of the
profit that the network makes due to the payment of the oper-
ator. Our focus here is on the strategic interactions among the
mesh nodes and we assume that the value of the reimbursement
has already been agreed among them and the MNO. Therefore
we focus on how Hop has to be dispensed to the mesh
nodes. In game theoretic terms, the mesh nodes participate in
a cooperative game with transferable utilities (TU game) [19],
as the profit can be shared in an arbitrary fashion among them.
In this game, each node which is considered a distinct player,
decides whether to participate or not in the offloading service.
This decision affects the servicing cost of the mesh network,
as each participating node contributes new resources to the
network, and it changes the feasible solution space of the
MFP problem. Note that unlike other routing settings with

Algorithm 1 Offloading Decision Framework
Executed every T subframes;

1: Each eNB k ∈ K solves the COPk problem and finds the
servicing policy x∗

k , P∗
k ;

2: Each eNB k ∈ K calculates the expected energy con-
sumption en for every user n ∈ Nk and creates the set
Lk = (

(en, Dn) : n ∈ Nk
)
;

3: Each eNB k ∈ K communicates this information Lk to the
MME;

4: The MME is informed by the WAG (through the P-GW)
about the link capacities of the mesh network; The MME
finds the set of eligible to be offloaded users NL by
selecting from the union set ∪k∈K Lk all the MUs that
are in effective coverage range with some node of the
mesh network based; This information is provided by the
ANDSF;

5: The MME solves a 0-1 knapsack problem with items the
elements of NL , value for each item equal to en , cost of
each item Dn , and Knapsack size Cg , and finds the set of
users to be offloaded No;

6: The information (en, Dn) : n ∈ No, is used as input to the
MFP problem which is solved by the WAG, in order to
find the optimal mesh servicing policy;

7: The WAG imposes the servicing policy f ∗ on the mesh
network nodes;

strategic decision makers, here the mesh nodes route a third-
party’s traffic and are compensated for their joint effort. Thus,
a cooperative game model is a more precise framework than
a non-cooperative approach.

Particularly, we define the cooperative TU game
GM = (

V , I (·)) among the V nodes of the mesh network,
where I : S → R+ is the so-called characteristic function
that assigns a positive scalar value to each coalition S ⊆ V .
That is, each subset of nodes S that decides to cooperate,
achieves a net profit I (S) = Hop − J

(
f ∗(S)

)
, where Hop is

the payment of the operator which is constant based on the
agreement of the MNO and the mesh nodes for the offloaded
traffic that is upper bounded by the provided mesh link
capacities. This parameter is given as input to our study and it
is clear that it has to be lower than the energy saving benefits
of the MNO and higher than the incurred costs by the mesh
nodes. Also f ∗(S) is the solution of the MFP problem when
the subset S of the mesh nodes V participate in this task,
and J (·) ≥ 0 the mesh cost function given in Eq. (12). The
critical issue in this context is how the worth of the net profit
of each coalition will be allocated to its members. In turn,
this determines the coalitions that will be formed, i.e., which
mesh nodes will cooperate with each other. The key question
is whether the grand coalition S = V will be formed and if
it will be stable. Technically, this means that all nodes v ∈ V
have an incentive to join the offloading service.

We employ the concept of Shapley value [18], which is an
axiomatic fairness criterion, for allocating the profit among
the mesh nodes. In detail, for each player v participating in
a coalition S ⊆ V , the Shapley value φv(S, I ) is the portion
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TABLE II

LTE-A FDD SYSTEM CONFIGURATION

of the net profit that should be allocated to every partici-
pating node v. Indeed, the Shapley value has certain desir-
able properties that render it self-enforcing [18], [19], [34].
Moreover, there exists a closed form expression for finding
this value for each player:

φv(S, I )=
∑

S⊂V

|S|!(|V |−|S| − 1)!
|V |!

(
I (S ∪ {v}) − I (S)

)
. (20)

When the coalition game is super-additive and super-
modular [19], allocating the Shapley values to each player
ensures that the grand coalition is formed and it is stable. That
is, all nodes will participate in the offloading service and each
one of them will receive a payment that is larger than her cost
that is induced by the energy consumption and Internet usage.
Interestingly, the game GM poses both of these properties
which are quite intuitive, as there is neither participation cost
for the mesh nodes, nor conflicting objectives among them:

Lemma 1: The characteristic function I (·) of the game GM

has the following properties:
1) It is super-additive, i.e.: I (S1 ∪ S2) ≥ I (S1) +

I (S2), ∀ S1, S2 ⊂ N , S1 ∩ S2 = ∅
2) It is super-modular, i.e.: I (S ∪ {v}) − I (S) ≤ I (Q ∪

{v}) − I (Q ), ∀ S ⊆ Q ⊆ V \ {v}
Proof: The super-additivity property can be easily verified

if we consider that cooperation does not entail any additional
cost to the mesh nodes, e.g., they do not have capital to invest
for buying additional equipment. Therefore, when two disjoint
sets of mesh nodes cooperate, in the worst case scenario they
can achieve the same performance as their previous disjoint
operation. Regarding the super-modularity property, we have
the following:

I (S) = Hop− J ( f ∗(S)), I (S ∪ {v}) = Hop− J ( f ∗(S ∪ {v})),
I (Q ) = Hop− J ( f ∗(Q )), I (Q ∪{v})= Hop− J ( f ∗(Q ∪{v})).

Substituting the above to the definition of the super-
modularity property, we get:

J ( f ∗(S))−J ( f ∗(S∪{v}))≤J ( f ∗(Q ))− J ( f ∗(Q ∪{v})). (21)

It is easy to see that the above inequality holds. The critical
observation is the following: when optimizing the policy f for
a larger mesh network, e.g., Q , then the value of the minimum
cost is upper bounded by the respective (minimum) cost for
a smaller coalition S plus the additional costs that incurred

by S for not having the additional resources that the nodes
Q \ S contribute to the network. You should notice that any
coalition can achieve the minimum cost of a smaller coalition
by adopting exactly the same servicing policy. Moreover,
the benefits that are derived from adding one more node to
the network, increase with its size, as there are more options
for exploiting the additional node resources. �

V. PERFORMANCE EVALUATION

The objective of the performance evaluation is threefold:
(i) study the eNB energy consumption savings, (ii) investigate
the offloading costs incurred by the mesh network in terms
of node energy consumption and delay for the local traffic,
and (iii) assess the performance impact - if any - on the
offloaded users. We used for the LTE-A network a detailed
simulator fully compliant with the respective 3GPP specs [35],
and for the mesh network an actual small-scale residential
setup (such as the Telefonica BeWiFi service) that was built
in the NITOS wireless testbed [21].

A. Methodology and Offloading System Setup

1) LTE-A Simulation: We consider an LTE-A FDD system
for one eNB cell operating in 1800 MHz with 10 MHz avail-
able bandwidth. Table II summarizes the operational system
characteristics. There are 40 MUs randomly placed (uniform
distribution) within the eNB’s coverage area of d = 2 km
radius. We have modeled the path loss (P L) that each mobile
user experiences in a metropolitan network topology, accord-
ing to Eq. ((18)) of the - widely adopted for cellular net-
works [35] - empirical Hata Cost 231 model [36]. Moreover,
we model slow shadow fading SH as log-normal with zero
mean and 8dB standard deviation. F D models a Rayleigh
fast fading channel with 5 Hz Doppler. Therefore, the channel
gains are h = 10

(S H+P L+F D)
10 .

Every TTI, the eNB makes a scheduling decision to dynam-
ically assign the available RBs to MUs and determine the
transmission power in each one of them. The scheduler devises
the servicing policy (x∗

k , P∗
k ) based on the solution of the

C O Pk problem. Following [15], the minimum size of radio
resources that the eNB scheduler can assign is the minimum
TTI which corresponds to 2 consecutive RBs. The size of
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Fig. 4. Mesh Experimentation Topology.

each RB is the same for all bandwidths which is 180 KHz.
We assume that 90% of the available spectrum is effectively
utilized for data-carrying and the rest 10% for pilot and
guard signaling. Therefore the total number of data-carrying
available RBs per Tslot (0.5 ms) is 0.9 10 M Hz

180K Hz = 50 and per
TTI (1 ms) is 100. Every T = 20 subframes each eNB k ∈ K
reports a list of the most costly users in terms of power-
consumption along with their demands to the MME in order
to determine the offloaded users.

2) Wireless Mesh Network Testbed Experimentation: The
NITOS nodes [21] that were used for the mesh network are
equipped with both wireless and wired network interfaces.
We employed the wired interface to provide Internet access
for the gateway nodes (nodes 1 and 5), while the Atheros
9380 wireless cards were used to implement the wireless
mesh network. In Fig. 4, we illustrate the experimental
topology, which spans three different floors of the same
concrete building. For all experiments we fixed the upper limit
for the physical layer bit rate to 12 Mbps.

Based on the configured setup, we assess the actual achieved
throughput per link in the worst case scenario, i.e., when all
nodes transmit concurrently saturated traffic to all their one-
hop neighbors. To do so, we leveraged a topology and link
assessment protocol [37] to inspect link quality among NITOS
testbed nodes. Application layer traffic was generated through
the Iperf command [38]. Table III summarizes the results.
Moreover, deriving of precise energy consumption results
requires the collection of real time low level statistics per node,
such as frame retransmissions. We managed to collect such
information, by enabling the Ath9k debugging option in the
Ath9k driver [39]. Using the measurements from the NITOS
online energy monitoring tool [40], we found that the Atheros
9380 energy consumption (when it’s physical throughput is
upper-bounded at 12 Mbps) is eTX = 10.2083 nJ/bit for
transmission and eRX = 7.7083 nJ/bit for reception. Moreover,
we set α = 6.94 · 10−9 USD/J.

B. Experimentation

In this subsection we ask and answer practical questions
about the actual costs and performance of this offloading
architecture.

TABLE III

MESH NETWORK LINK CAPACITIES (Mbps)

Q1: How many users should be offloaded by the eNB?
The answer depends on (i) the eligibility of the mobile

users to be offloaded, i.e., their coverage by the Wi-Fi mesh
network, (ii) the QoS that the mobile users can receive by
the mesh network, and (iii) the energy cost savings that the
eNB would gain by offloading them. As the first two criteria
cannot be fully controlled by the MNO, the latter one is the key
indicator that is used to index which users should be offloaded
when the first two criteria are met. In addition, the energy
costs for servicing the mobile users are directly related to the
induced load that they induce to the cellular network. In Fig. 5,
we illustrate the power saving costs for the eNB as the
number of offloaded users increases. The eNB’s total power
consumption (in one slot) for servicing 40 MUs is measured to
be P = 19.3308 Watts. The total users’ demand is uniformly
distributed and saturates (and also is greater than) the eNBs
servicing capacity that equals to 25.2 Kbits per slot, which is
50 (RBs per slot) ×12 (subcarriers per RB) ×7 (symbols per
subcarrier) ×6 (bits per symbol) = 25.2 Kbits for a 64QAM

scheme per slot or ( 25.2Kbits
0.5ms = 50.4 Mbps). An LTE-A

frame is 10 ms comprising 20 slots. The savings in power
consumption is expected to grow as the number of offloaded
users increases and reach up to 54% by offloading the 25%
of its traffic (10 out of 40 MUs). In addition, the average
power consumption per served user reduces as their number
decreases. An important finding, depicted in Fig. 6, is that the
total gain per offloaded user is high for a small number of
offloaded users (|No| ≤ 4), but becomes lower as the number
of offloaded users increases (|No| > 4). The reason is that
as the eNB scheduler tends to select the most power costly
users, the remaining mobile users have lower energy and data
demands.

Q2: Does the mesh network induce significant delays to the
offloaded users?

Although the offloading decisions are taken so as to satisfy
the available Internet access capacity of the mesh network, it is
possible to have additional delays introduced, for example,
by the various processing tasks (e.g., for routing) in each
mesh node, or because of the long-range links connecting
the mesh network with the EPC. If these delays are large,
they may deteriorate significantly the user-perceived network
performance. To investigate this issue, we considered a setup
with two different users A and B being offloaded from the
cellular network, and we assess the servicing region of the
mesh network, i.e., the geometric area of the supported values
for these two offloaded commodities, (see Fig. 7). Outside
the grey-shaded line, there is no solution that satisfies the
QoS constraints of the MUs.
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Fig. 5. Power consumption savings due to offloading.

For various demands that lie within the servicing region,
we solve the minimum cost flow optimization problem MFP
by using optimization software tools [41] and estimate the
minimum incurred cost, (see Fig. 8). To facilitate compar-
ison of the offloading service with the LTE performance,
the number of subframes after the eNB makes an offloading
decision is set to T = 20 and the duration of each subframe
is 1 ms. Therefore the total capacity in one time period
of T = 20 × 2 = 40 slots is 40 × 25.2 = 1008 Kbits.
We chose a point on the border of the servicing region
i.e DA = 4000 Kbits and DB = 2100 Kbits. Therefore,
the MUs have a total demand which is approximately
4000+2100

1008 ≈ 6.05 times greater of the total eNB capacity in
an offloading period and it is 4000+2100

25.2 ≈ 242.06 times greater
than the eNBs capacity in one slot. We measured the delay that
each user experiences from the service in the Wi-Fi mesh to be
dA = 0.7495 sec. for user A, and dB = 0.3861 sec for
user B. As a side note, recall that the offloading decisions
occur sparser in time and not every TTI t . Clearly, depending
on the value of T , it may be required to make fast policy
decisions in the mesh network (e.g., in the scale of several
seconds).

Q3: How much is the energy cost for each mesh node for
routing the offloaded traffic?

Energy consumption is a critical line item in community
wireless networks since it affects their operation costs. The
energy consumption implications of data offloading have been
studied before mainly for mobile users, e.g., see [42], ignoring
its impact on the network infrastructure that admits this
traffic. We focus on this latter aspect. The experimental setup
consists of five nodes in a wireless mesh topology and it
resembles the operation of a residential mesh network in
small scale [11], [12]. Particularly, we leveraged the NITOS
testbed [21] for the assessment of link throughputs (using [37])
and for conducting very detailed energy measurements (using
the custom tool [40]). The latter can measure in real time
and high accuracy the energy consumption of the wireless
cards, both in transmission and reception mode, with a sample
rate of 63KHz. Mini-PCIe adapters were used to intervene
between the circuit board of the node and the wireless cards
pins, so as to isolate and measure accurately the wireless
card’s energy consumption. Many of these tasks can be
easily replicated using commercial and low-cost equipment
(e.g., Atheros cards) by the mesh networks. Fig. 9.(a) presents

Fig. 6. Power consumption per cell. user due to offloading.

the energy cost for the network nodes for servicing different
volumes of offloaded traffic demand. The exact flows over
each link, as they are devised by the MFP solution, are shown
in Fig. 9.(b).

We observe that the energy consumption of node 4 (AP),
which delivers the traffic to the mobile users, increases con-
stantly with the offloaded volume. On the contrary, the energy
cost of node 5 increases up to 2 Mbits of offloaded traf-
fic, and remains constant afterwards as its Internet capacity
has been exhausted. After that point, the other gateway is
employed (mesh node 1) to satisfy the additional demand, and
we can see that its energy consumption increases constantly.
It is interesting also to note that, according to the network
setup and due to interference, the traffic flows that a certain
mesh node serves might even be reduced despite the increase
of the offloaded volume as this can be triggered by the routing
policy that considers the minimum energy consumption for
the mesh network according to MFP. Observe in Fig. 9.(b) the
reduction on the f54 when offloaded traffic demand surpasses
the volume of 5400 Kbits.

Q4: How much is the delay induced to the local (internal)
traffic of the mesh network due to offloading? And how much
is the energy consumption cost for a mesh node that does not
actively participate in offloading?

A mesh node which does not route or deliver mobile data
traffic still experiences indirect costs. The latter include the
interference and opportunity cost because the mesh network
has less available capacity for the internal traffic needs.
We measure here the impact of offloading on (a) the delay
of the local service (internal traffic of the mesh network)
and (b) on the energy consumption of a node even if it does
not actively offload traffic.

We use the setup shown in Fig. 10.(a), where the
mesh network offloads the mobile users associated with
node 4. We consider two different mesh network config-
urations that differ on the capacity of the Internet access
gateways: (i) C1g = 12 Mbps, C5g = 2 Mbps, and
(ii) C1g = C5g = 12 Mbps. We set node 2 to serve only
its own local traffic of D2L Kbits so as to better capture
the impact of offloading on the local traffic. In Fig. 10.(b),
we depict the delay of the local traffic (at node 2) for differ-
ent amounts of offloaded volumes. We observe that node 2
(the local service) does not experience any additional delay
when the offloaded traffic is small and the local demand D2L
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Fig. 7. Mesh Network Servicing Region for 2 Users.

is also small. In other words, we find that there is a range
of offloaded volumes that do not affect the servicing delay
of the local traffic. Under heavy volume conditions, we find
that the additional delay ranges from 8.76% up to 26.35% and
decreases as the offloaded traffic demand increases. If the mesh
network has larger Internet capacity, the 2nd configuration
here, this no-impact region further increases as it is clear
from Fig. 10.(c), and the the additional delay ranges from
19.86% up to 43.54%. However, it is interesting to observe that
the offloading performance is less than the aggregate Internet
capacity because it is bounded by the interference among the
mesh links.

Similarly, in Fig. 11.(a) we show the additional energy
consumption that node 2 incurs (when it serves the local
traffic) due to offloading which can reach up to 11.08%.
Similar results, that refer to the second configuration where
C1g = C5g = 12 Mbps, are shown in Fig. 11.(b) for the energy
consumption and can reach up to 17.15%. The above results
reveal that a mesh node which does not actively participate in
offloading may have indirect (delay and energy) costs, which
depend on the offloaded traffic volume, the local demand,
and of course the network setup. These parameters obviously
impact the decisions of the mesh nodes to participate in
offloading and affect their reimbursements.

Q5: How is the Hop compensation split among the mesh
nodes in practice?

Finally, we explore how the profit sharing rule works in
practice. To motivate the nodes to participate in this offloading
task their payment should be fair and reflect their contribution
as well as their extra incurred cost. Therefore, the MNO com-
pensates the mesh network with a fixed payment Hop = 106

($ or non-restricted to any other currency) and this amount
is split among the nodes based on the Shapley value for-
mula which ensures fairness and rewards their contribution.
In Table IV, we summarize the reimbursements φi , (i=1,...,5),
for the mesh nodes of the experiment shown in Fig. 4.
We reveal the impact of different volumes of offloaded
data. Namely, we can see that for low values of aggregated
offloaded traffic DA + DB , mesh node 2 does not receive
any compensation, as it does not route any mobile data in these
low-load cases. This becomes evident if one revisits Fig. 9.(b)
that depicts the mobile data amounts that flow over each
mesh node (under different conditions). Eventually, node 2
receives compensation when the aggregated demand is larger
than 5400 Kbits, while, at the same time, the compensation

Fig. 8. MFP Solution, DA = 4000, DB = {0, 2100} (KBits).

of node 5 decreases. This example shows in a nutshell the
profit sharing rule’s agiity to adapt to the changing network
conditions and offloading data volumes, ensuring this way the
participation of the mesh nodes in the joint offloading task.

VI. RELATED WORK

Wi-Fi Offloading: Several recent studies have quanti-
fied the benefits of cellular data offloading to Wi-Fi
networks [42], [43]. These benefits can be advantageous
to both users and providers and can be further enlarged
when the user needs are delay tolerant [44] as well as
when monetary incentives are also provided [45]–[47]. But
such techniques could be beneficial only when proper eICIC
techniques are applied, due to performance degradation
caused by interference [48]. In another work [49], LTE/Wi-Fi
co-existence is supported by leveraging a coding scheme
that supports decoding of two interfering OFDM signals that
are not aligned in time or frequency. Clearly, the offloading
performance depends on the APs’ availability. Apart from
operator deployed APs, another recently proposed solution
for addressing the availability issue, is the leasing of third-
party Wi-Fi APs [7], [50], [51]. This method enables the
dynamic expansion of network offloading capacity, without
any significant CAPEX/OPEX costs.

We extend this architecture by proposing data offloading to
third-party mesh networks deployed and managed by users [8],
[9], [11], [12], [52]. The offloading capacity of these net-
works is significantly larger from single APs as, not only
they aggregate more network resources (e.g., in terms of
Internet capacity), but also increase their availability through
resource pooling, exploiting the diversity of the nodes’ needs
and resources. An AP missing currently Internet access
(e.g., because it has exceeded its monthly quota), can
admit/relay the mobile data traffic to another mesh node with
adequate Internet capacity.

To quantify the benefits of this architecture, the operator
needs to determine the resource allocation policy, in terms
of resource blocks assignment and power consumption
of transmissions. This is particularly challenging for LTE-
A networks since it requires the solution of a multi-variable
optimization problem [15], [53]. Among the different possible
policies, such as proportional allocation, the total power trans-
mission minimization policy [15], [16], is of paramount impor-
tance for cost savings [13]. However, this is a well known
NP-hard problem that can be either solved using exhaustive
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Fig. 9. The mesh network configuration is C1g = 12 Mbps, C5g = 2 Mbps and C40 = 12 Mbps. Subfigure (a) depicts the measured energy consumption
per wireless mesh node for different amounts of offloaded traffic. Subfigure (b) depicts the respective traffic flow in each communication link.

Fig. 10. A mesh network with 5 nodes and configuration C20 = C40 = 12 Mbps. Node 2 serves local traffic of different values, namely
D2L = {0, 1000, 2000, 3000, 4000, 5000} Kbits. Subfigure (a) shows the experimentation setup. Subfigure (b) depicts the local traffic delay for different
D2L and volumes of offloaded traffic (x-axis), and for the configuration C1g = 12, and C5g = 2 Mbps. Subfigure (c) depicts the respective results for
a different mesh network configuration, namely C1g = C5g = 12 Mbps.

Fig. 11. Subfigure (a) depicts the energy consumption (nJ) of node 2, for different values of D2L and volumes of offloaded traffic (x-axis), and
for the configuration C1g = 12, and C5g = 2 Mbps. Subfigure (c) depicts the respective results for a different mesh network configuration, namely
C1g = C5g = 12 Mbps.

search methods for small instances (e.g., branch-and-bound),
or various approximation techniques [29]. Here, we do not
delve into the details of such an analysis. Besides, in order to
reduce the complexity of the proposed mechanism, we decide
which traffic will be offloaded based on the resource allocation
policy of the eNB scheduler, which has to be devised for
serving the users.

Vertical Handover: Finally, offloading can be seen as a type
of vertical handover. The handover policies vary from simple
signal strength-based rules [54], to sophisticated schemes that
consider the network load and the QoS requirements [55], [56].
The proposed offloading architecture here however, differs in
that the Wi-Fi resources are not controlled by the MNO.

TABLE IV

SHAPLEY VALUES: PROFIT SHARING

Moreover, such offloading schemes are typically used for
best-effort services and hence there are no QoS concerns.
Therefore, the main decision criterion is the cost reduction of
the MNO, while ensuring the delivery of the requested data.
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VII. CONCLUSIONS

Today it is clear that the surging mobile data traffic
necessitates the employment of idle or underutilized network
resources, i.e., managing in a more efficient fashion the
existing wireless capacity. Motivated by the proliferation of
community and commercial mesh networks, in this paper we
proposed, designed, and evaluated a framework that enables
the offloading of mobile data to Wi-Fi mesh networks. We pre-
sented a holistic study for this new idea that includes the
architectural advancements and the detailed resource allocation
decisions that are necessary to be made by the mobile network
operators as well as the mesh nodes. Such solutions are fully
aligned with the vision for the emerging 5G wireless systems
where the integration of user-owned network infrastructure
is expected to play a crucial role. Additionally, it departs
significantly from previous generation opportunistic and best-
effort offloading approaches.

Our approach captures the following aspects of the prob-
lem: (i) From the operators perspective, we enable eNBs to
determine independently the power costly users that they serve
aiming at reducing their power consumption. The proposed
policy exploits the regular scheduling and resource block
allocation decisions of the eNB scheduler and does not add
any extra computational cost to identify the costly users.
(ii) From the complementary wireless mesh networks per-
spective, we propose methods to minimize the servicing costs
and the cooperation policies that entice all the mesh nodes
to work jointly on the offloading task. We employed detailed
and precise models which can be applied for different system
setups, and rigorous optimization formulations. Moreover,
we employed a hybrid experimentation methodology that
combined extensive simulation with realistic system settings
for an LTE-A FDD network, and thorough experiments using
real hardware equipment in our NITOS testbed for the mesh
network. The findings revealed that offloading reduces signif-
icantly the energy costs for the operators, and does not induce
comparatively additional costs for the mesh networks.

REFERENCES

[1] A. Apostolaras, G. Iosifidis, K. Chounos, T. Korakis, and L. Tassiulas,
“C2M: Mobile data offloading to mesh networks,” in Proc. IEEE
GLOBECOM Conf., Dec. 2014, pp. 4877–4883.

[2] Cisco VNI, “Cisco visual networking index: Global mobile data traffic
forecast update, 2015–2020,” Cisco Syst. Inc., San Jose, CA, USA,
Feb. 3, 2016.

[3] J. S. Marcus, W. Neu, and J. Burns, “Study on impact of traffic off-
loading and related technological trends on the demand for wireless
broadband spectrum,” European Union, 2013, doi: 10.2759/19531, ISBN
978-92-79-30575-7.

[4] “The future of hotspots: Making Wi-Fi as secure and easy to use as
cellular,” Cisco White Paper C11-649337-01, Cisco Syst. Inc., San Jose,
CA, USA, Jun. 2011.

[5] 3GPP, Technical Specification Group Core Network and Terminals,
Access Network Discovery and Selection Function (ANDSF) Manage-
ment Object (MO), 3GPP TS 24.312 V12.3.0, 2013.

[6] Y. Chen, J. Zhang, Q. Zhang, and J. Jia, “A reverse auction framework
for access permission transaction to promote hybrid access in femtocell
network,” in Proc. IEEE INFOCOM Conf., Mar. 2012, pp. 2761–2765.

[7] G. Iosifidis, L. Gao, J. Huang, and L. Tassiulas, “An iterative double
auction for mobile data offloading,” in Proc. WiOpt, 2013, pp. 154–161.

[8] EU-FP7 Confine Project, “Community networks testbed for the future
internet.” accessed on Jun. 3, 2016 [Online]. Available: http://confine-
project.eu/

[9] Red Hook Initiative, “Red HooK Wi-Fi.” accessed on Jun. 3, 2016
[Online]. Available: http://rhicenter.org/redhookwifi/

[10] FON, “The global WiFi network providing WiFi access through
hotspots.” accessed on Jun. 3, 2016 [Online]. Available: http://fon.com/

[11] BeWifi. accessed on Jun. 3, 2016. [Online]. Available:
http://www.tid.es/long-term-innovation/new-products/bewifi

[12] NetBlazr, “High speed broadband for homes & businesses.” accessed on
Jun. 3, 2016 [Online]. Available: http://www.netblazr.com/

[13] K. Son, H. Kim, Y. Yi, and B. Krishnamachari, Green Communications:
Theoretical Fundamentals, Algorithms and Applications. Boca Raton,
FL, USA: CRC Press, 2012.

[14] O. Arnold, F. Richter, G. Fettweis, and O. Blume, “Power consumption
modeling of different base station types in heterogeneous cellular
networks,” in Proc. Future Netw. Summit, 2010, pp. 1–8.

[15] A. Ghosh, J. Zhang, J. G. Andrews, and R. Muhamed, Fundamentals of
LTE, 1st ed. Upper Saddle River, NJ, USA: Prentice-Hall, 2010.

[16] D. López-Pérez, Á. Ladányi, A. Jüttner, H. Rivano, and J. Zhang, “Opti-
mization method for the joint allocation of modulation schemes, coding
rates, resource blocks and power in self-organizing LTE networks,” in
Proc. IEEE INFOCOM Conf., Apr. 2011, pp. 111–115.

[17] A. Detti, C. Pisa, S. Salsano, and N. Blefari-Melazzi, “Wireless mesh
software defined networks (wmSDN),” in Proc. IEEE WiMob Conf.,
Oct. 2013, pp. 89–95.

[18] R. J. Aumann and L. S. Shapley, Values of Non-Atomic Games.
Princeton, NJ, USA: Princeton Univ. Press, 1974.

[19] R. B. Myerson, Game Theory: Analysis of Conflict. Cambridge, MA,
USA: Harvard Univ. Press, 1991.

[20] S. Sesia, I. Toufik, and M. Baker, Eds., LTE—The UMTS Long Term
Evolution: From Theory to Practice. New York, NY, USA: Wiley, 2011.

[21] NITOS, “Network implementation testbed using open source software.”
accessed on Jun. 3, 2016 [Online]. Available: http://nitlab.inf.uth.gr/

[22] AFFIX, “The software-defined sockets framework.” accessed on
Jun. 3, 2016 [Online]. Available: https://affix.poly.edu/projects/project

[23] E. Kohler, R. Morris, B. Chen, J. Jannotti, and M. F. Kaashoek,
“The click modular router,” ACM Trans. Comput. Syst., vol. 18,
no. 3, pp. 263–297, Aug. 2000. [Online]. Available: http://doi.acm.org/
10.1145/354871.354874

[24] M. Kodialam and T. Nandagopal, “Characterizing the capacity region
in multi-radio multi-channel wireless mesh networks,” in Proc. 11th
MobiCom Conf., New York, NY, USA, 2005, pp. 73–87.

[25] M. Alicherry, R. Bhatia, and L. Li, “Joint channel assignment and rout-
ing for throughput optimization in multi-radio wireless mesh networks,”
in Proc. 11th MobiCom Conf., New York, NY, USA, 2005, pp. 58–72.

[26] 3GPP, Technical Specification Group Services and System
Aspects; Architecture Enhancements for Non-3GPP Accesses,
document 3GPP TS 23.402 V12.6.0, 2014.

[27] 3GPP, Technical Specification Group Services and System Aspects;
3GPP System to Wireless Local Area Network (WLAN) Interworking;
System Description, document 3GPP TS 23.234 V12.0.0, 2014.

[28] M. R. Garey and D. S. Johnson, Computers and Intractability: A Guide
to the Theory of NP-Completeness. New York, NY, USA: Freeman,
1979.

[29] Y.-F. Liu and Y.-H. Dai, “On the complexity of joint subcarrier and
power allocation for multi-user OFDMA systems,” IEEE Trans. Signal
Process., vol. 62, no. 3, pp. 583–596, Feb. 2014.

[30] J. Wang, J. Liu, D. Wang, J. Pang, and G. Shen, “Optimized fairness
cell selection for 3GPP LTE-A macro-pico HetNets,” in Proc. IEEE VTC
Fall Conf., Sep. 2011, pp. 1–5.

[31] Q. Ye, B. Rong, Y. Chen, M. Al-Shalash, C. Caramanis, and
J. G. Andrews, “User association for load balancing in heterogeneous
cellular networks,” IEEE Trans. Wireless Commun., vol. 12, no. 6,
pp. 2706–2716, Jun. 2013.

[32] J. Kleinberg and É. Tardos, Algorithm Design. Boston, MA, USA:
Addison-Wesley, 2005.

[33] D. P. Bertsekas, Nonlinear Programming. Belmont, MA, USA: Athena
Scientific, 1999.

[34] V. Misra, S. Ioannidis, A. Chaintreau, and L. Massoulié, “Incentivizing
peer-assisted services: A fluid Shapley value approach,” in Proc. ACM
SIGMETRICS Conf., New York, NY, USA, 2010, pp. 215–226.

[35] 3GPP, Technical Specification Group Radio Access Network, Spatial
Channel Model for Multiple Input Multiple Output (MIMO) Simulations,
document 3GPP TR 25.996 V11.0.0, Sep. 2012.

[36] E. Damosso and L. M. Correia, COST Action 231: Digital Mobile Radio
Towards Future Generation Systems: Final Report. Brussels, Belgium,
Eur. Commission, 1999.



APOSTOLARAS et al.: MECHANISM FOR MOBILE DATA OFFLOADING TO WIRELESS MESH NETWORKS 5997

[37] D. Syrivelis, A.-C. Anadiotis, A. Apostolaras, T. Korakis, and
L. Tassiulas, “TLQAP: A topology and link quality assessment protocol
for efficient node allocation on wireless testbeds,” in Proc. 4th ACM
WINTECH Workshop, New York, NY, USA, 2009, pp. 27–34.

[38] Iperf, “The network bandwidth measurement tool.” accessed on
Jun. 3, 2016 [Online]. Available: http://iperf.fr/

[39] Ath9k Debuging, “Debuging option of the Ath9k wireless driver
for all Atheros IEEE 802.11n PCI/PCI-Express and AHB WLAN
based chipsets.” accessed on Jun. 3, 2016 [Online]. Available:
http://wireless.kernel.org/en/users/Drivers/ath9k/debug/

[40] S. Keranidis, G. Kazdaridis, N. Makris, T. Korakis, I. Koutsopoulos,
and L. Tassiulas, “Experimental evaluation and comparative study on
energy efficiency of the evolving IEEE 802.11 standards,” in Proc. 5th
e-Energy Conf., New York, NY, USA, 2014, pp. 109–119.

[41] J. Currie and D. I. Wilson, “OPTI: Lowering the barrier between
open source optimizers and the industrial MATLAB user,” in Proc.
Found. Comput.-Aided Process Oper., Savannah, GA, USA, Jan. 2012,
pp. 8–11.

[42] K. Lee, J. Lee, Y. Yi, I. Rhee, and S. Chong, “Mobile data offloading:
How much can WiFi deliver?” IEEE/ACM Trans. Netw., vol. 21, no. 2,
pp. 536–550, Apr. 2013.

[43] N. Ristanovic, J. Y. L. Boudec, A. Chaintreau, and V. Erramilli, “Energy
efficient offloading of 3G networks,” in Proc. IEEE 8th Int. Conf. Mobile
Ad-Hoc Sensor Syst., Oct. 2011, pp. 202–211.

[44] S. Dimatteo, P. Hui, B. Han, and V. O. K. Li, “Cellular traffic offloading
through WiFi networks,” in Proc. IEEE 8th Int. Conf. Mobile Ad-Hoc
Sensor Syst., Oct. 2011, pp. 192–201.

[45] S.-Y. Yun, Y. Yi, D.-H. Cho, and J. Mo, “The economic effects of sharing
femtocells,” IEEE J. Sel. Areas Commun., vol. 30, no. 3, pp. 595–606,
Apr. 2012.

[46] J. Lee, Y. Yi, S. Chong, and Y. Jin, “Economics of WiFi offload-
ing: Trading delay for cellular capacity,” in Proc. IEEE INFOCOM
Workshops, Apr. 2013, pp. 357–362.

[47] H. Park, Y. Jin, J. Yoon, and Y. Yi, “On the economic effects of user-
oriented delayed Wi-Fi offloading,” IEEE Trans. Wireless Commun.,
vol. 15, no. 4, pp. 2684–2697, Apr. 2016.

[48] E. Almeida et al., “Enabling LTE/WiFi coexistence by LTE
blank subframe allocation,” in Proc. IEEE ICC Conf., Jun. 2013,
pp. 5083–5088.

[49] S. Yun and L. Qiu, “Supporting WiFi and LTE co-existence,” in Proc.
IEEE INFOCOM Conf., Apr./May 2015, pp. 810–818.

[50] L. Gao, G. Iosifidis, J. Huang, and L. Tassiulas, “Economics of mobile
data offloaidng,” in Proc. of the IEEE Smart Data Pricing Workshop.,
2013.

[51] S. Paris, F. Martignon, I. Filippini, and L. Chen, “A bandwidth trading
marketplace for mobile data offloading,” in Proc. IEEE INFOCOM
Conf., Apr. 2013, pp. 430–434.

[52] AMWN, “Athens wireless metropolitan network.” accessed on
Jun. 3, 2016 [Online]. Available: http://www.awmn.net/content.php

[53] J. G. Andrews, S. Singh, Q. Ye, X. Lin, and H. S. Dhillon. (2013). “An
overview of load balancing in HetNets: Old myths and open problems.”
[Online]. Available: http://arxiv.org/abs/1307.7779

[54] O. Galinina, A. Pyattaev, S. Andreev, M. Dohler, and Y. Koucheryavy,
“5G multi-RAT LTE-WiFi ultra-dense small cells: Performance dynam-
ics, architecture, and trends,” IEEE J. Sel. Areas Commun., vol. 33, no. 6,
pp. 1224–1240, Jun. 2015.

[55] J. McNair and F. Zhu, “Vertical handoffs in fourth-generation multinet-
work environments,” IEEE Wireless Commun., vol. 11, no. 3, pp. 8–15,
Jun. 2004.

[56] Y. Choi and S. Choi, “Service charge and energy-aware vertical handoff
in integrated IEEE 802.16e/802.11 networks,” in Proc. IEEE INFOCOM
Conf., May 2007, pp. 589–597.

Apostolos Apostolaras received the Diploma, M.S.,
and Ph.D. degrees from the University of Thessaly,
Volos, Greece, in 2007, 2009, and 2014, respec-
tively, all in electrical and computer engineering.
He is currently a Research Scientist. His research
interests lie but are not limited to the definition
of methodologies derived from optimization theory
and distilled into practical system implementation.
He is also interested in experiment-based research
in test beds for the evaluation and improvement of
emerging networking system performance.

George Iosifidis received the Diploma degree
in electronics and telecommunications engineering
from the Greek Air Force Academy in 2000, and
the M.S. and Ph.D. degrees in electrical engineering
from the University of Thessaly, Volos, Greece, in
2007 and 2012, respectively. He is currently a Post-
Doctoral Associate with the Institute for Network
Science, Yale University, New Haven, CT, USA.
His research interests include network optimization
and network economics.

Kostas Chounos received the bachelor’s degree in
applied informatics engineering from the Techno-
logical Educational Institute of Crete, Heraklion,
Greece, in 2010, and the master’s degree in science
and technology of computers and telecommunica-
tions engineering from the University of Thessaly,
Volos, Greece, in 2014, where he is currently pursu-
ing the Ph.D. degree with the Department of Electri-
cal and Computer Engineering. His research interests
include wireless communications and cognitive radio
networks.

Thanasis Korakis received the B.S. and
M.S. degrees in computer science from the
University of Athens in 1994 and 1997, respectively,
and the Ph.D. degree in electrical engineering from
the University of Thessaly, Greece, in 2005. In the
summer of 2004, he was a Visiting Researcher with
the CSE Department, University of California at
Riverside. From 2005 to 2006, he was a Research
Scientist with the ECE Department, Polytechnic
University, NY, where he was a Research Assistant
Professor from 2006 to 2012. He is currently

an Assistant Professor with the ECE Department, University of Thessaly.
His research interests are in the field of networking with an emphasis on
access layer protocols, cooperative networks, quality-of-service provisioning,
network management, and experimental platforms. From 2007 to 2012,
he was a Voting Member of the IEEE 802.16 Standardization Group.
He served as a Publication Chair for WiOpt 2007, a TPC Chair of
WiNTECH 2010 and Tridentcom 2011, a General Chair of Tridenctom 2012,
and a Chair of EMUTools 2013 and WINMEE 2016. He received several
awards, including the best paper awards in WiNTECH 2013, GREE 2013, and
CloudComp 2015.

Leandros Tassiulas (S’89–M’91–SM’05–F’07)
received the Ph.D. degree in electrical engineering
from the University of Maryland, College Park,
MD, USA, in 1991. He has been a Faculty Member
with the NYU Polytechnic School of Engineering,
Brooklyn, NY, USA, the University of Maryland,
College Park, and the University of Thessaly,
Volos, Greece. He is currently the John C. Malone
Professor of Electrical Engineering with Yale
University, New Haven, CT, USA. His most notable
contributions include the max-weight scheduling

algorithm and the back-pressure network control policy, opportunistic
scheduling in wireless, the maximum lifetime approach for wireless network
energy management, and the consideration of joint access control and
antenna transmission management in multiple antenna wireless systems. His
research interests include computer and communication networks with an
emphasis on fundamental mathematical models and algorithms of complex
networks, architectures and protocols of wireless systems, sensor networks,
novel internet architectures, and experimental platforms for network research.
He was a recipient of several awards, including the IEEE Koji Kobayashi
Computer and Communications Award, the Inaugural INFOCOM 2007
Achievement Award for fundamental contributions to resource allocation
in communication networks, the INFOCOM 1994 Best Paper Award, the
National Science Foundation (NSF) Research Initiation Award (1992),
the NSF CAREER Award (1995), the Office of Naval Research Young
Investigator Award (1997), and the Bodossaki Foundation Award (1999).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


