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a b s t r a c t

The constantly increasing diversity of the infrastructure used to deliver Internet services to
the end user has created a demand for experimental network facilities featuring heteroge-
neous resources. Therefore, federation of existing network testbeds has been identified as a
key goal in the testbed community, leading to a recent activity burst in this research field.
In this paper, we present a federation scheme that was built during the Onelab 2 EU pro-
ject. This scheme federates the NITOS wireless testbed with the wired PlanetLab Europe
testbed, allowing researchers to access and use heterogeneous experimental facilities
under an integrated environment. The usefulness of the resulting federated facility is dem-
onstrated through the testing of an implemented end-to-end delay aware association
scheme proposed for wireless mesh networks. We present extensive experiments under
both wired congestion and wireless channel contention conditions that demonstrate the
effectiveness of the proposed approach in realistic settings. The experiments are also repro-
duced in a well-established network simulator and a comparative study between the
results obtained in the realistic and simulated environments is presented. Both the archi-
tectural building blocks that enable the federation of the testbeds and the execution of the
experiment on combined resources, as well as the important insights obtained from the
experimental results are described and analyzed, pointing out the importance of integrated
experimental facilities for the design and development of the Future Internet.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Wireless Mesh Networks (WMNs) are currently con-
sidered as the default solution for delivering high-speed
Internet access to users within the last few network miles
in non-urban areas. As a result, the interest of the

research community in proposing WMN-related approaches
has dramatically increased during the last few years.
The inherent inability of simulation models to accurately
estimate performance of wireless networks [2], in accor-
dance with the unique characteristics introduced by the
complex nature of WMNs [3] have directed research
efforts towards implementation approaches and evalua-
tion through experimentation in real world network scale
and settings.

However, development of large scale WMN testbeds is a
rather challenging task that requires careful design and
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induces high deployment and maintenance costs. More-
over, as WMNs are usually considered as a promising
technology for Internet access provision, experimentation
across global scale networks that feature real Internet
characteristics is required, in order to acquire experiment
results under realistic congestion conditions. Such require-
ments have led the research community to the decision
to develop a global large scale infrastructure that results
from the federation of heterogeneous types of networks,
such as wired (local, wide-area or optical) and wireless
(local, mesh or sensor) networks.

Federation between inherently heterogeneous testbeds
introduces several issues that arise due to the difference
in the nature of experimental resources, but more impor-
tantly due to use of different software frameworks for
resource management and control. In this work, we de-
scribe the establishment of the federation between two
well-known heterogeneous network testbeds, namely the
NITOS wireless testbed and the wired PlanetLab Europe
(PLE) testbed. The utilization of a common experiment
control framework, OMF [4] (cOntrol and Management
Framework), and the adoption of the slice abstraction, as
the building block for the federation, have been the main
keys which made this federation possible.

In order to demonstrate the usefulness of the resulting
integrated architecture, we develop and implement an
association scheme for WMNs that is aware of end-to-
end delay, part of which is generated in the wired section
(PLE) and part in the wireless section (NITOS). The imple-
mented mechanism is based on novel association metrics
[5] that consider wireless channel contention, which are
further enhanced, by taking into account delays incurred
in the wired section of the end-to-end path. The evaluation
of the proposed mechanism is performed through exten-
sive experiments conducted on the combined network
architecture, which results from the federation of the
two heterogeneous experimental facilities. In an effort to
explore the key differences and potential performance dis-
similarities between realistic testbed and simulated envi-
ronments in performing Mesh Network experimentation,
we reproduced several of the testbed experiments in a
well-established network simulator.

This paper is organized as follows. In Section 2 we dis-
cuss research work related with both association in
WMNs and federation of heterogeneous experimental
facilities. In Section 3 we describe the architecture of
the two heterogeneous testbeds and moreover provide
details about the approach followed and the tools used
for the establishment of the testbed integration. In Sec-
tion 4 we analyze and discuss the proposed association
approach. The measurement methodology followed in
our experiments, as well as a brief experiment descrip-
tion that is OMF compatible are presented in Section 5.
In Section 6 we present and comment on the results
obtained from the experimental evaluation of the imple-
mented mechanism. Results obtained through the simu-
lation of the real experiments, along with achieved user
experience are discussed in Section 7. Finally, in Section 8
we summarize our work, by pointing out conclusions and
directions for future work.

2. Related work

2.1. Association in wireless mesh networks

WMNs are composed of Mesh Routers (MRs), which
form the wireless backhaul access network and Mesh Cli-
ents (MCs). MRs forward packets acting as intermediate re-
lay nodes and may also provide wireless access services to
MCs, in which case they are referred to as Mesh Access
Points (MAPs). WMNs also consist of Internet Gateway
nodes (IGWs) that provide Internet access to the network,
through direct connection to wired infrastructure. MCs
associate with a certain MAP in order to access the network
and do not participate in packet forwarding.

The affordable cost and ease of deployment of IEEE
802.11 compliant equipment has led the majority of
WMNs to be based on conventional IEEE 802.11 devices,
although this does not limit the potential application of
other standards. According to the IEEE 802.11 standard,
which was originally proposed for infrastructure Wireless
Local Area Networks (WLANs), MCs perform scanning to
detect nearby MAPs and simply select to associate with
the MAP that provides the highest Received Signal Strength
Indication (RSSI) value. The performance of the standard
association policy has been extensively studied [6] in the
context of IEEE 802.11 WLANs and it is well known that
it leads to inefficient use of the network resources. In
WMNs, the entire path between the MC and the IGW is
composed of two discrete wireless parts: the single-hop
access link between the MC and the MAP it is associated
with and the multi-hop backhaul part that connects the
MAP with the IGW. As the standard policy considers only
factors affecting performance on the wireless access link,
its direct application on WMNs becomes inappropriate.
As a result, more sophisticated association schemes are re-
quired to capture performance achieved in both the access
and the backhaul network parts.

Trying to address the issues generated by the unique
two-tier architecture introduced by WMNs, several
approaches on MAP selection have been proposed in the
recent literature. An innovative cross-layer association
mechanism that considers not only the access link but also
routing in the multi-hop backhaul part is proposed in [7].
The authors in [8] consider also the interaction of physical
(PHY) layer transmission rate with the packet size and hop
count and propose a signaling mechanism through which
information about congestion on both parts is passed from
the MAPs to the MCs. In [9], a new metric is proposed that
takes into account the impact of 802.11 MAC layer conten-
tion on bandwidth sharing and results in accurate link
throughput estimations. Another approach, proposed in
[10], considers also estimation of real-time traffic load con-
ditions trying to cope with the variability of network con-
ditions, which is an inherent characteristic of WMNs. The
common characteristic of the works referenced above is
that they rely only on simulation-based evaluation of the
proposed mechanisms.

Recent research studies in the field of WMNs jointly
consider problems that traditionally were considered in
isolation, such as association and routing. However, as
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simulation models [2] are not not able to capture the
interaction among different layers [3], research related to
WMNs is mainly performed in experimental facilities. A re-
cent work in the field [11] proposes a cross-layer associa-
tion mechanism, which is implemented and evaluated
through experimentation in a wireless testbed. However,
the evaluation of the implemented scheme is restricted
in experiments conducted in a small scale testbed com-
posed of conventional laptop computers and not in a
customized large scale Mesh testbed.

At this point, we argue that approaches proposed for
WMNs should be fully implemented and properly evalu-
ated through extensive experimentation under real inter-
ference and congestion conditions. In an effort to support
realistic and large-scale experimentation with heteroge-
neous network platforms, both the GENI initiative in the
U.S. [12], as well as the FIRE initiative in Europe [13] are
currently investigating federation of heterogeneous
testbeds.

2.2. Integration of heterogeneous experimental facilities

An initial effort on federation of testbeds was proposed
in [14], where the wireless EmuLab testbed and the wired
planetary-scale PlanetLab testbed [15] were integrated
through the EmuLab-PlanetLab portal. The integrated inter-
face provided useful extensions to the PlanetLab’s manage-
ment system. Moreover, several integration challenges
were identified for the first time and appropriate solutions
were provided. Another work, proposed in [16], aimed at
integrating PlanetLab with the ORBIT wireless testbed.
The authors considered also the ability of performing
experiments on the integrated framework concurrently.
Although the PlanetLab testbed provided support for virtu-
alization of resources in the wired part, virtualization of
the wireless part had to be further investigated in order
to overcome the issues that the broadcast nature of the
wireless medium generates. Two discrete integration mod-
els were proposed in this work, where the first one aimed
to support PlanetLab users in extending their experimental
topologies with wireless nodes, while the second one was
introduced to provide users of the ORBIT testbed with
the extra ability of adding wired network extensions to
their experiments.

An important issue that the aforementioned federation
approaches had to cope with was the scarcity of a common
management system, as well as a common experiment
description language. However, this issue was overcome
with the introduction of OMF, which provides tools for
the management and execution of experiments on testbed
infrastructures. Nowadays, OMF has been deployed and
used on multiple testbeds supporting many different types
of technologies. The work proposed in [17] presented the
integration of an OMF-controllable WiFi testbed and PLE,
through the addition of an extra wireless interface in PLE
nodes that were located within the range of the wireless
testbed. This integration was achieved through the
development of special tools that supported the definition
of slice-specific routing table rules and the exclusive use of
the wireless testbed by a single experimenter. Although
this integration attempt provided an integrated

environment, where all resources could be instrumented
through OMF, it also faced the drawback of realizing the
wireless testbed as a single resource and thus limited the
access of the federated environment to a single user for
each reservation slot.

In an effort to maximize the utilization of OMF-based
experimental facilities, NITOS introduced a testbed Sched-
uler [18] that enables the assignment of different subsets
of nodes and channels to different users during specific
reservation slots. The work in [19] proposes an integration
architecture, which combines an OMF-based wireless test-
bed supported by the NITOS scheduling mechanism with
several PLE OMF-enabled nodes. The resulting federated
environment formed a realistic global-scale WMN that
supported the execution of multiple concurrent
experiments, through the NITOS Scheduler. Moreover, the
authors demonstrated an experimental scenario that pro-
vided interesting insights regarding real-world experimen-
tation with peer-to-peer systems.

3. OneLab federation of NITOS and PlanetLab

OneLab [20] is an initiative to provide an open, general-
purpose experimental facility, aimed at promoting innova-
tion among network and ICT researchers in Europe, both in
academia and industry. It is primarily based on the results
of two EC FP7 projects, namely the Onelab and Onelab2
projects. One of the most important goals of the initiative
is to establish a federated environment between different,
possibly heterogeneous testbeds. As several testbeds have
been deployed independently by research institutions
across Europe during recent years, and each of them has
developed or adopted a different control and management
framework, a complex and inconvenient mosaic arises. In
this mosaic, experimentation in different testbeds implies
familiarization with the respective control frameworks,
while combined experiments between different facilities
are extremely difficult to setup. The federation between
NITOS and PLE, two testbeds of entirely different architec-
ture, which took place during the Onelab2 project, demon-
strated that through agreements and collaborations among
the involved administrative entities, it is possible to estab-
lish architectural paradigms that allow for combined
experiments across heterogeneous platforms. In this Sec-
tion, after describing the two facilities, we analyze the
components of the federated environment, which allowed
for a combined experiment.

3.1. PlanetLab Europe

PlanetLab Europe is the European portion of the pub-
licly available PlanetLab testbed, a global facility for the
deployment of new network services. It is tightly federated
with PlanetLab Central, offering a total of 1000+ nodes
worldwide. Each node runs a set of isolated virtual ma-
chines that run either internal PlanetLab services (like
e.g. for accountability purposes), or widely and publicly
available services (like e.g. CoDeen for content distribu-
tion), or more narrow-term experiments that focus on a
specific networking environment. PlanetLab has been a
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pioneering system with respect to federation. PlanetLab
Central and PlanetLab Europe have been running the facil-
ity in a decentralized manner for more than 6 years now,
even if this relies on a PlanetLab-specific paradigm, that
is currently being replaced by the much more general
Slice-based Facility Architecture (SFA) paradigm [21].

3.1.1. PlanetLab Europe capabilities
In addition to regular infrastructure servers, PlanetLab

Europe offers a few unique features, including:

� Reservable nodes: PLE exposes a few of its nodes as
reservable, which means that these nodes only run
one user slice at any given time. As a result, the exper-
imenter needs to reserve the nodes at specific timeslots,
except from adding the corresponding slice to the
reservable node, so that the corresponding virtual
machine shows up accordingly.
� Topology management: PLE also provides basic tools for

implementing overlay topologies based on tunnels,
either inside a PlanetLab slice or towards the outside
world, wherever a tunnel can be terminated.
� Wireless nodes featuring WiFi capability; this can come

in handy when setting up an experiment that involves
end users connected through wireless links; for more
focused studies of WiFi, dedicated testbeds are of
course more relevant.
� An embedded emulation tool, named Dummynet [22],

which is able to perform basic actions like packet drop-
ping or delaying and also embeds various predefined
models so as to treat a link like e.g. a Wifi link.

3.1.2. Experimental plane tools
Historically, PlanetLab was known to not provide many

features in terms of experiment control; given that every
virtual machine is accessible through ssh, it is of course
possible to resort to wide-purpose ssh-based tools like
pssh. Over the recent years, more tools have been added,
for much more powerful control of experiments. Among
these, let us quote the OMF Experimental Controller tool,
which enables experiments to be entirely controlled
through the OMF experiment control framework. Another
example of an experiment management tool is NEPI [23],
which has the ambition to support a wide range of hybrid
simulated/emulated/real experiments, based on the use of
a custom developed PlanetLab driver. As an example, cre-
ating topologies within PlanetLab is definitely much sim-
pler with NEPI than it would be by using the basic
PlanetLab tools.

3.1.3. Slices/slivers
The notion of a slice is a rather central notion in Planet-

Lab; it typically allows the modeling of resource allocation,
by relating a set of users and a set of resources (nodes).
Once created, the slice ‘‘owns’’ one private server (sliver)
on each of the selected nodes, and to the designated users,
being part of the slice means UNIX shell access to all these
slivers. The PlanetLab software is tailored for smoothly
orchestrating a complex workflow that involves a large
number of people, with different roles (from the legal
paperwork, down to locally vouching for users and remote

IT management); it also needs to deal with accountability
of the resulting network traffic, especially given its scale
and diversity of usages, that by design often leads to
untypical shapes of traffic; but it admittedly offers little
help in managing a slice, and encourages users to leverage
third-party tools for the actual experimentation phase.

3.1.4. MyPLC
MyPLC [24] is the software that was packaged by the

PlanetLab operators to let others run their own private
PlanetLab system. It was created by Princeton University
and is currently being codeveloped by Princeton and One-
Lab partner INRIA. It provides a ready-to-install set of
packages, for both infrastucture-side (XMLRPC API, with
related database, software server for securely booting and
upgrading nodes), and node-side (slivers management,
accountability, remote operations and monitoring). MyPLC
is rather flexible, and several tens of instances of MyPLC
have been deployed around the world, either for entirely
local testbeds, or at the scale of a research consortium.

3.2. NITOS testbed

NITOS is a wireless testbed featuring 50 WiFi-enabled
nodes that are deployed outdoors in the premises of a Uni-
versity of Thessaly campus building. It is remotely and
publicly accessible to any researcher wishing to use its
resources, after a plain registration procedure and its
approval by the testbed administrators. Below, we describe
the two basic software entities of the NITOS testbed, OMF/
OML and NITOS Scheduler.

3.2.1. OMF/OML
NITOS has adopted OMF as its testbed control and man-

agement framework. The architecture of OMF is based on
three main software components: the Aggregate Manager
(AM), the Experiment Controller (EC) and the Resource
Controller (RC). The AM provides a set of services to the
testbed (inventory, image loading, etc.). The EC, which is
the user’s interface, receives and parses an experiment
script describing configuration of resources and the actual
experimental scenario. This script is written in a
domain-specific language called OEDL (OMF Experiment
Description Language). The instructions in the script are
transferred to the RCs of the respective resources, which
are responsible to perform the local configurations and
application invocations. The different components com-
municate asynchronously through an XMPP publish-
subscribe system, where each message is transferred to
an XMPP server, which relays it to its intended destination.

OML (OMF Measurement Library [25]), a companion
framework for OMF, is responsible for handling measure-
ments. It consists of two architectural components, the
OML server and the OML client libraries. The client
libraries are responsible for capturing measurements gen-
erated at the resources and, possibly after some manipula-
tions, injecting them in streams headed towards the OML
server. The OML server receives the data and stores them
in organized databases, one per experiment. The measure-
ments are automatically timestamped; thus it is
straightforward to plot them against time. An extremely
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user-friendly web-based graph application is also associ-
ated with OML. The user can point his browser to a specific
address and port, and be able to see the evolution of the
variables being measured at real time. The exact set of vari-
ables to be monitored is specified in the OMF experiment
description file.

The typical requirement for the user when using OMF/
OML is to develop OMF/OML wrappers for the applications
that will run on the resources during the experiment. The
role of these wrappers is twofold. First, they act as proxies
translating shell commands to a Ruby-based format that
can be parsed by OMF. Second, specific output variables
of the source application are linked with the OML client li-
brary, so that their values can be sent to the OML server
during the experiment execution. Wrappers for several
popular network testing applications have already been
developed and are typically available at testbeds featuring
OMF support. In cases where a user is not satisfied by this
set of applications and wants to develop additional wrap-
pers, the procedure is very simple, and it is documented
in detail on the OMF website [26].

3.2.2. NITOS scheduler
NITlab has developed a reservation and access control

software tool for NITOS, called NITOS Scheduler. This tool
provides a web-based reservation front end for users of
the testbed, accessed through the NITOS website, and a
set of back end scripts, daemons and services responsible
for controlling access to the testbed’s resources, according
to the corresponding reservations. In the front end, the
user reserves a set of nodes and frequencies for a time
duration not exceeding four hours, with a half-hour granu-
larity. In the Scheduler’s back end, two main functionalities
are worth mentioning: the Scheduler’s interaction with the
XMPP framework used in OMF and the Spectrum Slicing
framework. Both of them are utilized to enable slicing of
the testbed, that is, to enable simultaneous experimenta-
tion by multiple users through allocation of disjoint sets
of resources. Each user at NITOS is associated with a slice.
Unlike the typical PlanetLab setup, where slices imply the
existence of virtual machines, at NITOS a slice is an ab-
stract entity. In Table 1 we can see a snapshot of part of
the NITOS XMPP PubSub nodes tree-like structure, as ob-
served at a given time instant. For each slice in NITOS,
the PubSub nodes /OMF/<slicename> and /OMF/<slice-
name>/resources are always present. When a reservation
for a NITOS resource starts, an additional PubSub node /
OMF/<slicename>/ resources/ <resource name> is created.
When this reservation ends, this entry is deleted. As a
result, access to NITOS nodes is restricted through this

dynamic association and disassociation of resources to
the corresponding slices, based on queries to the NITOS
scheduler’s database. Since all OMF communication takes
place via the XMPP protocol [27], this mechanism is equiv-
alent to OMF-based dynamic access control of the NITOS
resources. Indeed, when the PubSub node /OMF/<slice-
name>/resources/ ResourceID is not present, users of slice
<slicename> cannot access the RC of resource ResourceID
and, therefore, they cannot send OMF commands to it.
The addition and removal of PubSub entries is controlled
by a backend daemon, running every half an hour, so that
the reservation data as stored in the Scheduler’s database
exactly matches the granted access rights.

Regarding spectrum slicing, when users submit their
reservation, they are only allowed to reserve frequencies
that are orthogonal to the ones selected by other users,
who have made a reservation for the same or an overlap-
ping time interval (802.11a frequencies are also available,
so that sufficient flexibility is achieved). The Resource Con-
troller software provided by NITOS has been modified to
allow only frequency configuration requests that are com-
pliant with the existing frequency reservation data in the
scheduler database. In this way, cross-interference among
simultaneous OMF experiments is avoided.

3.3. Federation framework

In this subsection, we describe the basic components of
the federated environment between NITOS and PLE. The
development of these components took place during the
project Onelab2 and enabled, from an architectural point
of view, the conduction of the experiment presented in this
paper.

3.3.1. Single sign up
One important characteristic of a federated environ-

ment is that a user of such a facility should not be obliged
to register at its different components separately, but in-
stead be able to use common credentials. To achieve this
operation between NITOS and PLE, a single-sign up mech-
anism has been developed, so that any user of PLE can log
into the NITOS portal without going through any extra reg-
istration process. This single-sign up process is based on
PlanetLab’s standard XMLRPC user authentication API. In
particular, when a user attempts to log into the NITOS por-
tal, providing a username and a password, the portal’s
underlying code not only tries to match the credentials
with an entry from the native user database, but also con-
tacts the authorization server of PLE through the standard
API. If a match is found among PLE’s users, an affirmation is
sent back to NITOS, which then automatically generates (in
the case that id does not already exist) a slice in NITOS hav-
ing the name of the PLE slice and moreover logs him in the
NITOS portal with the provided credentials. The process is
transparent to the user and incurs no significant delay. An
improved procedure of single sign up will be offered
through the SFA federation framework, making use of the
SFA Registry service [28]. This is a coherent and scalable
solution. It is gradually being incorporated in several
testbeds in Europe, and it is expected to replace earlier
schemes, such as the aforementioned solution. This service

Table 1
Instance of NITOS XMPP PubSub nodes structure.

NITOS XMPP PubSub records

‘‘/OMF/efkerani’’
‘‘/OMF/efkerani/resources’’
‘‘/OMF/efkerani/resources/omf.nitos.node023’’
‘‘/OMF/efkerani/resources/omf.nitos.node022’’
‘‘/OMF/efkerani/resources/omf.nitos.node019’’
‘‘/OMF/efkerani/resources/planetlab.test.upmc.ple2’’
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will be accessed with an SFA client application. Currently,
the most advanced SFA client available is MySlice [29]. This
graphical client application will also provide the capability
to reserve resources from multiple federated testbeds,
along with other attractive features. MySlice can already
handle reservations of PLE nodes, while an enhanced
version of NITOS Scheduler will be incorporated in this tool
soon.

3.3.2. Deployment of OMF/OML at PLE resources
A major difficulty when trying to run combined exper-

iments using heterogeneous facilities is that different
languages are used to describe resource configurations
and actions. There is the need for agreement to use a com-
mon language for experiment description (ED), which
must be able to handle the broadest range of resource
types possible and easily add support for new resource
types in a modular fashion. OEDL is a perfect candidate,
as it meets these requirements.

Therefore, PLE decided to incorporate OMF support on
demand, in the form of so-called ‘OMF-friendly’ slices.
For slices with this tag activated, at slice-creation time, a
pre-installed and pre-configured OMF Resource Controller
is initiated in the related slivers. In this way, a PLE resource
can be viewed as any other resource of an OMF-based test-
bed and it can be configured through instructions issued by
the experimenter in an experiment script written in OEDL.

3.3.3. XMPP communication using slices
OMF employs a Pub-Sub asynchronous communication

scheme between the EC and the RCs running on the
resources, based on the XMPP protocol. In order for all
the resources to be able to communicate with the EC, they
must be registered in the same XMPP server or in a set of
XMPP servers peered with each other.

In the case that the first approach is followed, nodes
belonging to the remote testbed should feature public IPs
addresses, so that efficient communication with the single
XMPP server is feasible. This works in the case of PLE
nodes, but not for NITOS nodes that use private IP
addresses. By following the first approach, experiments
can only be initiated by NITOS nodes, while users have to
configure RCs of the local testbed resources to enable
communication with the remote XMPP server. In order to
provide for a smoother node communication and measure-
ment collection procedure, we adopted the second option,
where each resource talks to its local XMPP server, and
messages are transferred to their final destination via the
XMPP server-to-server (S2S) protocol. The added value is
that experimenters do not have to proceed with configura-
tions of the local testbed RCs,and thus the overall proce-
dure becomes totally transparent to the end-user.
Therefore, the NITOS and PLE testbeds enabled incoming
server-to-server connections in their local XMPP servers,
by performing some relatively simple configuration tasks.

In a federated OMF experiment, the PubSub nodes re-
lated to a single slice all reside on one of the XMPP servers,
which acts as the ‘‘rendezvous point’’ for all participants in
the slice. Messages published for that node by users con-
nected to other XMPP servers are relayed to that host via
the server-to-server protocol. This architecture is depicted

in Fig. 1. The user can freely decide about where the corre-
sponding slice will be hosted. In the case of the federated
experiment described in this paper, we only had two XMPP
servers, and we decided to host the slice PubSub nodes in
the NITOS server.

When this communication procedure is followed, the
Resource Controllers of the nodes to which the messages
have to be relayed using the S2S protocol, must be config-
ured to use the same XMPP domain, which corresponds to
the server hosting the slice’s PubSub nodes. In particular, in
the RC configuration files of the PLE resources used in our
experiment, we had to set the parameter xmpp.domain to
the value nitlab.inf.uth.gr, which is the NITOS XMPP server
that hosts the experiment’s slice.

It must be noted here that OEDL scripts are completely
independent and ignorant of slices. In an experiment
description, each resource is referred to by its unique
HRN, e.g. omf.nitos.node019. In this way, experiment
description scripts can easily be reused by different slices.
In Section A of the Appendix, we present a code snippet
example that shows how resource names are used in the
OEDL script of our experiment.

3.3.4. Advantages of experimenting in the federated
environment

The use of the aforementioned tools provides the user
with a number of benefits, compared to the case where
he attempts to conduct an experiment combining re-
sources from the two testbeds without the existence of
federation tools. Below we summarize these benefits, orga-
nized according to the expected workflow associated with
the user experience.

No federation:

� User authorization: The user needs to create and main-
tain one account per testbed
� Resource reservation: The user needs to reserve

resources from each testbed separately, potentially
through different tools
� Experiment setup and orchestration: Considerable exper-

tise in network programming and extensive effort is
needed to coordinate distributed actions. Moreover,
potentially existing and incompatible frameworks are
likely to create obstacles in coordination.
� Measurement collection: Incompatibilities in format of

measurements lead to extensive post-processing.
Extensive scaffolding development work is required to
collect and synchronize measurements.

Fig. 1. XMPP server to server peering in OMF.
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NITOS-PLE federation:

� User authorization: User only needs a single account
� Resource reservation: No federation in this aspect was

present at the time of the experiment presented in this
paper. However, the MySlice SFA client tool, which
already works with PLE and is being incorporated into
NITOS, will soon provide the capability of multi-testbed
resource reservation from a single point.
� Experiment setup and orchestration: OMF does all the

background orchestration work for the user. Moreover,
a single experiment description file using a single com-
mon language is used for description of the distributed
experiment, leaving no room for inconsistencies.
� Measurement collection: Common format for measure-

ments, directly parsable even at real time, removes
the need for post processing of measurements. Trivial
development effort is required for inserting custom
measurement points into applications.

4. Proposed association mechanism

In order to demonstrate the usefulness of the federated
environment that combines the wired PLE with the wire-
less NITOS testbeds, we developed a novel association
mechanism proposed for WMNs that is end-to-end perfor-
mance aware. In this Section, we describe the developed
association mechanism and moreover provide details
about its driver level implementation.

4.1. System model and metrics definition

As end-to-end performance in WMNs depends also on
the performance experienced on the wireless backhaul
part of the network, as well as on the wired infrastructure
on which the IGWs are connected, both factors are taken
into account by the proposed mechanism to provide for
efficient associations. In this work, we consider a special
case of WMNs that do not feature a wireless backhaul part,
but are composed of MAPs that are directly connected to
the wired infrastructure and thus operate as IGWs. A rep-
resentation of the described topology is illustrated in Fig. 2.

Each MC chooses to associate with a single MAP among
the MAPs that operate in its vicinity. Each network node n
has a set of neighbors, that reside in its sensing area and
operate on the same channel with n. This set of ‘‘1-hop’’
neighbors, that can be either MAPs or MCs, is denoted by
An. In our previous work [5], we decided on two discrete

throughput based metrics for uplink and downlink
communications that conform with the special case of
infrastructure 802.11 networks. In this work, we consider
only the case of uplink communications, which provides
for a simple analysis of the proposed mechanism. In uplink
communications, frames are transmitted by each MC and
destined to the specific AP it is associated with. In our pre-
vious work, we arrived at an expression that considers the
medium sharing of each MCi with its ‘‘1-hop’’ neighbors
(Ai) and estimates throughput on uplink as follows:

Tup
ij ¼

1
fi

Rij
þ
PjAi j

k¼1
fk
Rk

ð1Þ

where Rij and Rk denote the PHY rates used by MCi and
each node k 2 Ai accordingly, while fi and fk are defined
as activity indicator factors reflecting the activity intensity
of MCi and node k 2 Ai in comparison with each other.

4.2. End-to-end performance aware association mechanism

Based on the analysis in the previous Section, we are
able to estimate throughput performance for the single-
hop access link between the MC and each potential
neighboring MAP. More specifically, the denominator of
expression 1 estimates the average time duration required
for a single bit of information to be transmitted over the
access link. In this work, we develop an association frame-
work that is based on Round-Trip Time (RTT) measure-
ments. Readers interested in related work including
comparative study of more sophisticated association met-
rics are directed to our previous work [5]. In this paper,
we estimate the RTT required for the initial transmission
and subsequent retransmissions of a frame with specific
length, by multiplying the calculated delay with the num-
ber of bits that are transmitted over the access link and
moreover double the resulting value to estimate the total
delay required for both transmissions. Concluding, we esti-
mate the RTT for a specific frame of M bits that is transmit-
ted over the access link from MCi to MAPj and back again,
as follows:

RTTA
ij ¼ 2 �M � fi

Rij
þ
XjAi j

k¼1

fk

Rk

 !
ð2Þ

In our approach, we develop a simple mechanism to esti-
mate RTT experienced on the wired backhaul part of the
network as well. More specifically, each MAPj periodically
transmits probe packets and measures RTTB

j for the wired

Fig. 2. Topology representation.
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network backhaul. These values are broadcasted to all MCs
in range and as a result each MCi is able to estimate end-to-
end RTT for each potential MAPj, as follows:

RTTtotal
ij ¼ RTTA

ij þ RTTB
j ð3Þ

4.3. Implementation details

For the implementation of our mechanism, we used the
Mad-WiFi open source driver. Details about the mecha-
nism aiding in performance estimation on the wireless part
can be found in our previous work [5]. In this Section we
will provide details about the developed mechanism that
enables application layer information regarding wired
RTT information to reach neighboring MCs. First of all,
we use a simple application level program that runs at
the APs and sends probe packets to the destination host
to calculate RTTB

j values. In order to broadcast this informa-
tion to all neighboring MCs, we first had to make the RTTB

j

value available to the kernel level, as all MAC layer mech-
anisms are implemented as loadable kernel modules by
the MAD-WiFi driver. An efficient way to transfer informa-
tion to the kernel is through the proc virtual filesystem,
which resides in the kernel memory. The proc files used
by the MAD-WiFi driver are stored in the folder location /
proc/sys/net/wlan/athX, where X denotes the specific
interface. Another script running locally at the APs period-
ically writes values to the specified proc file and as soon as
a new record is written the driver is informed. As for the
next step we had to broadcast the RTTB

j value to all neigh-
boring MCs. In order to do this, we extended the Beacon
and Probe-Response frames to carry this information. This
frame extension does not affect the normal operation of
the 802.11 protocol, as these frames feature a dynamic part
that supports extension, according to the standard [30].
The MCs constantly estimate the RTTA

ij values for each po-
tential MAP. The third step is also performed at the MC
side, where the driver combines the RTTB

j value with the
RTTA

ij and calculates the RTTtotal
ij . Finally, each MCi associates

with the MAPj that features the lowest RTTtotal
ij value.

5. Experimental setup

In this Section, we provide details about the measure-
ment methodology and the various tools that we used in

order to establish a proper experimental setup. Moreover,
we provide a brief description of the OEDL ED script that
we used for the orchestration of the conducted
experiments.

5.1. Measurement methodology

Fig. 3 represents the actual topology used in our exper-
iments. We consider a typical scenario, where one traffic
flow is generated from the MC node and relayed through
the two available MAPs to the final PLE destination node.
The MAPs act as IGWs and get access to the wired network
part through NITOS Server. As NITOS nodes are assigned
private IP addresses, we had to enable a Network Address
Translation (NAT) service at NITOS Server through proper
IPtables [31] configurations, in order to provide Internet
access to the two nodes operating as MAPs. We also fol-
lowed a similar procedure to provide for proper relaying
of traffic generated by the MC through the two MAPs.

In a part of our experiments, we required the injection
of artificial delay in the wired backhaul link. For this pur-
pose, we used the Dummynet [22] tool, which is able to
emulate queue and bandwidth limitations, delays, packet
losses, and multi-path effects, by intercepting packets in
their way through the protocol stack. As an outcome of
the OneLab project, PLE natively supports Dummynet as a
kernel module in all nodes, configurable from the sliver
through a command-line tool. Since it is straightforward
to wrap shell commands inside the OMF experiment
description file, we used this approach to avoid having to
log into the remote PLE node and issue the commands
manually. Furthermore, incorporating the Dummynet com-
mands inside the OMF script allows perfect synchroniza-
tion with the rest of the applications and with the
measurement collection process.

As all packets received at the destination, share the
same IP address of the NITOS Server, we base packet dis-
crimination on the port numbers. To this aim, we used a
simple Nmap [32] script to dynamically detect the specific
ports used for incoming connections at the PLE node. For
the wireless part, we enable a pair of nodes that operate
on each of the channels used by the MAPs and generate
channel contention conditions of varying traffic rate.
Fig. 4 shows a screenshot of the OMF visualization tool rep-
resenting delay emulation for two discrete flows generated

Fig. 3. Experimental topology representation.
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by each one of the MAPs, as monitored at the PLE node. The
throughput performance of the experiments is measured
by using Iperf [33]. In our experiments, we run an Iperf
Client at the MC to generate TCP flows and UDP flows of
varying rate and also an Iperf Server residing at the PLE
node to receive traffic and collect the corresponding
measurements.

Considering the video experiments presented last in
Section 6, we used the Video LAN Player (VLC) [34] to
stream a video of H.264 format from the MC to multiple
PLE destination nodes. In order to provide for a simple
experimental setup, we run both the VLC Server and Client
applications on the MC node and also utilized the Socat
[35] platform to be able to relay, through UDP sockets, all
packets that are received on a specific port at the PLE node
back to the MC.

5.2. Experiment description

We described our experiment with the OMF Experi-
ment Description Language (OEDL) script. An OEDL script
is basically comprised of two parts. The resource configura-
tion part and the experimental scenario part. In the first
part, configuration parameters for both the network inter-
faces of the resources and the applications to be executed
on them are determined, while the measurements to be
collected are also defined. A brief code snippet from our
ED, which describes the configuration of the first MAP, is
presented in Section B of the Appendix.

We place a single resource in the group called ‘MAP1’,
determine two applications to run on this resource (OMF
wrappers for these applications must be present in the re-
source’s image), and we also define values for the proper-
ties of the wireless interface to be brought up and used.
For the purposes of the experiment, we used some existing
OMF wrappers for common applications, but also devel-
oped some new ones for the specific needs of our
experiment. For instance, we developed a wrapper for the
iwconfig application, which is used to dynamically identify
the current association of the MC, for visualization
purposes.

In the second part of the ED script, the exact course of
actions to take place is determined. The timing of the dif-
ferent tasks is described, i.e. when to start the applications

on a resource, how long they will run, or when they will
stop. Moreover, we are able to define the exact time that
specific events will take place, e.g. the injection of artificial
delay that is executed through the call to the Dummynet
application. Considering the Dummynet application, we
did not develop a custom wrapper, as there is no need
for gathering any measurements from this application.
The Dummynet application is called using the exec com-
mand, which in this case is applied to the group of the
PLE node, using standard delays defined at the beginning
of the experiment. Based on the custom developed Nmap
script, we are able to dynamically detect the specific ports
used for incoming connections at the PLE node and we feed
the output of this script as an input parameter to the Dum-
mynet application, which then injects delay solely to flows
that use the specified ports. Representative code snippets
that are used to configure both the delay attribute that
are used by the Dummynet applications, as well as to in-
struct the Dummynet application, are presented in Section C
of the Appendix accordingly.

The RTT measurement applications are Ruby applica-
tions, that use the client–server model. The client side is
installed at the MAPs and the server side is installed at
the PLE node. Since the applications we used are written
in Ruby, we used the OML library, in order to inject the
measurements gathered during runtime i.e. RTT values,
to the sqlite experiment specific database that is created
by the OMF. More details regarding the experimental
description, as well as all the important applications and
scripts are publicly available and can be downloaded
directly from the NITOS web portal [36].

6. Experimental evaluation

In this Section, we evaluate several experimental sce-
narios that aim at presenting the abilities offered by the
federated testbed environment, rather than presenting
innovative research results. More specifically, these exper-
iments have been designed to demonstrate the effective-
ness of association mechanisms that jointly consider
factors affecting both wireless and wired performance.
The execution of such combined experiments requires
integrated testing, which would not be feasible without
the existence of the federated environment.

Fig. 4. RTT monitored at the PLE for two flows generated by each MAP.
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The conducted experiments are organized in two parts,
where in the first part we measure the performance for a
static topology, where the MC communicates with a single
MAP that is forwarding traffic to a single PLE destination.
Under this topology, we focus on measuring the resulting
performance under various settings of artificially injected
delay in the wired part and channel contention in the wire-
less access link as well. In this first part of experiments, we
decided to vary the wired delay artificially and not by
using different network paths, in order to isolate the im-
pact of other factors, such as traffic congestion that would
significantly vary among different network topologies.

In the second part of our experiments, we do not alter
any settings in the wireless network part, but we focus
on testing the performance of the proposed scheme under
realistic RTT variations in the wired part, which conditions
are generated through the use of different PLE nodes as the
final path destinations. In order to accomplish this, we use
multiple PLE nodes that span across different continents
and moreover offer different load conditions, thus featur-
ing diverse end-to-end characteristics for the wired part.

6.1. Experimentation based on a single PLE node

The experiments described in this first part are orga-
nized in two sets, where in the first set we generate condi-
tions of varying delay in the wired backhaul part, while in
the second set we vary the delay in the single hop wireless
access link. Moreover, each experiment is performed in
two discrete phases, where in the first one we compare
the effect of injected delay on performance affecting either
the wired (1st set) or wireless (2nd set) part solely, while
in the second phase we consider the impact on the com-
bined network architecture.

The conducted experiments aim at presenting the per-
formance improvement that can be offered through the
application of the proposed association mechanism and
thus measure the performance for a static scenario, where
the MC communicates with a specific MAP. Under this sce-
nario we alter the delay induced in each part and monitor

the resulting performance in terms of TCP/UDP through-
put, packet loss and jitter values. The initial RTT in the
wired part between NITOS Server and the PLE node that
is used in these experiments and resides in France is
around 80 ms, while in the wireless part the reported
RTT between the MC and each MAP without any external
contention is below the value of 1 ms. In all the conducted
experiments, the default Rate adaptation algorithm of the
driver has been used.

6.1.1. Wired – Combined set of experiments
In this first set of experiments we use the Dummynet

tool to generate artificial delay. Fig. 5(a) and Fig. 5(b) illus-
trate the TCP throughput achieved under various artificial
delay values in the wired and the combined architectures
accordingly. We notice that even small variation of delay
in the wired part significantly affects TCP throughput and
therefore should be taken into account. Moreover, we no-
tice that the wireless access link acts as the performance
bottleneck that significantly limits yielded performance.
A particular observation is that the same experiments pro-
vide higher deviation values when conducted in the com-
bined topology, for the cases of 200, 300 and 500 ms of
injected delay, in comparison with the execution solely
in the wired part. However, average throughput values
show similar performance in the above cases. Based on
the observed results, we remark that relatively high values
of injected delay make TCP performance in the combined
network highly unstable.

In Fig. 6(a) and Fig. 6(b), we present the duration re-
quired for the successful transmission of a file with size
of 100 MBs in the wired and combined network accord-
ingly. We easily notice that even a low increase in RTT
values of 20 ms increases file transmission duration up to
5.5 s (15%). Moreover, we notice that the effect regarding
the increased deviation values is also clearly illustrated
between Fig. 6(a) and Fig. 6(b). We also conducted experi-
ments based on UDP transmissions. However, UDP perfor-
mance in terms of throughput, packet loss and jitter is not
affected by the artificially injected RTT delay. This comes
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Fig. 5. TCP throughput vs. artificial delay.
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from the fact that even high values of artificial delay can-
not result in packet loss, as the high capacity of operational
system buffers supports storage of packets that arrive dur-
ing the artificial delay interval even at the maximum traffic
rate of 90 Mbps that is used in our experiments.

6.1.2. Wireless – Combined set of experiments
The second set of experiments has been designed to

demonstrate the impact on end-to-end performance of
channel contention in the wireless access link. Fig. 7(a)
and Fig. 7(b) illustrate TCP and UDP throughput achieved
in the wireless access link and the combined network
accordingly, under various values of traffic rate for the con-
tending flow.

For the UDP case, we notice that even contending flows
of low traffic rate highly impact performance in both cases.
In addition, we observe that results obtained in the wire-
less and combined networks are very similar and both

feature relatively low deviation values. Packet loss mea-
surements illustrated in Fig. 8(a) and Fig. 8(b) show that
UDP performance is directly related to loss of packets. As
the MC injects packets with high traffic rate, the wireless
network capacity is exceeded due to the simultaneous
transmissions of the contending flow. The resulting chan-
nel contention yields packet loss, which cannot be detected
by the UDP protocol and thus the rate of data entering the
network is not restricted within the network capacity
region.

However, in the TCP case, we observe lower throughput
performance yielded in the combined network (Fig. 7(b)).
This is due to the fact that the TCP protocol involves RTTs
estimation in its adaptive retransmission procedure, as
part of the congestion control mechanism that aims at esti-
mating the available network capacity to prevent link
congestion. As a result, the TCP protocol reacts upon the
detection of increased RTT values that result from the
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augmented network range and consequently limits the
rate of traffic injected by the MC, in order to control con-
gestion in the network. Another particular observation
regarding the TCP case is related to the high deviation
values observed among the multiple executions of the
experiment in the combined architecture, compared with
the low deviation values observed in the local wireless net-
work. This is due to the fact that the generated traffic flows
go over the Internet through PLE during experimentation
in the combined architecture and thus high deviation val-
ues are recorded as a regular characteristic of experimen-
tation on realistic planetary scale networks.

Concerning UDP packet loss values presented in
Fig. 8(a) and Fig. 8(b), we observe similar performance
between experimentation on the wireless link and the
combined network. Similar results are also obtained in
terms of UDP Jitter between experimentation on the two
different network architectures, as illustrated in Fig. 9(a)
and Fig. 9(b). Moreover, we used the OMF visualization

tool, in Fig. 10, to plot RTT values reported from the two
MAPs with red and blue colors and also yellow color for
values reported from the MC. Particularly, we observe that
the MC is always associated with the MAP that features the
lowest RTT delay and moreover we notice a handoff that
lasts between the 120 and 140 s of the experiment.

6.2. Experimentation based on multiple PLE nodes

In this second part of experiments we focus on testing
the performance of the proposed scheme under more dy-
namic topologies, where different PLE nodes are used as
the final path destinations. Through the use of multiple
PLE nodes that exist in different locations, we are able to
evaluate performance under realistically varying RTT val-
ues. The experiments described in this part are organized
in two discrete sets. In the first set, we investigate the
impact of a specific contending flow on the throughput
performance of different target flows and under varying
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levels of traffic contention, while in the second experimen-
tal set, we evaluate the performance of a specific flow dur-
ing the streaming of a video file that is destined towards
different PLE destination nodes.

6.2.1. Throughput experiments
The target flows that are considered in this set of exper-

iments, are originated from different PLE nodes and are
destined towards a single PLE node. In order to investigate
the impact of traffic congestion on the throughput
performance of the target flows, we use a contending flow
under various traffic conditions. The contending flow is
originated from a node in NITOS and shares the same des-
tination with the target flows. The sources of the different
target flows are three PLE nodes that are located in Russia,
Japan and Chile accordingly. This experimental scenario
has been designed in order to investigate the relation
between the measured RTT for the different paths used
by the target flows versus the obtained throughput
performance in each case.

Fig. 11(a) and Fig. 11(b) depict the UDP throughput
performance and the monitored RTT values, during exper-
imentation with the different target flows, in the case that
the PLE destination node is located in France. Similar

results are illustrated in Fig. 12(a) and Fig. 12(b) for the
case that the destination PLE node is located in Australia.
In these experiments, we start by measuring performance
of the target flows, while the contending flow is inactive
and continue by altering the level of traffic that is injected
by the contending flow among the values of 20, 50,
100 Mbps. The blue bars indicate performance in the case
that the contending flow is inactive, while the red, green
and yellow bars represent the results obtained in the cases
that the contending flow is transmitting at the rate of 20,
50 and 100 Mbps accordingly.

As clearly demonstrated through Fig. 11(a) and
Fig. 12(a), the UDP throughput performance of all target
flows is significantly affected by the two different contend-
ing flows, in the case that the traffic rate of the contending
flow reaches the value of 100 Mbps. However, in Fig. 11(a),
we notice that the target flow that is originated from Rus-
sia starts to witness throughput degradation even in the
case that the contending flow is transmitting at the rate
of 50 Mbps, which is not observed for the other target
flows. Moreover, we notice in Fig. 12(a) that all the differ-
ent target flows start to witness throughput reduction, as
soon as the contending flow reaches the rate of 50 Mbps,
except for the experiment with the PLE node in Russia,

Fig. 10. Handoff demonstration.
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Fig. 11. Measurements for the target flow that is originated from a node in NITOS and destined to a PLE node in France.
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which yields degraded performance, even at the rate of
20 Mbps. The observed results can be interpreted, based
on the fact that each target flow shares a different part of
common network paths with the contending flow and as
a result traffic congestion affects their performance in a
different degree. On the other hand, the prevailing traffic
conditions on each different network path also impact
the resulting performance. However, we cannot monitor
these conditions that are generated from external to our
experiment sources, as the PLE network is a shared envi-
ronment that uses the common Internet architecture.

Through the RTT values representation, which are illus-
trated in Fig. 11(b) and Fig. 12(b), we observe that the RTT
for all the different network paths increases and also
presents higher deviation values, in the cases that the
contending flow severely impacts the UDP performance
of the target flow. Based on this observation, we remark
that variation of RTT values may act as an identification
factor of network congestion. We also conducted experi-
ments based on TCP transmissions. However, we omit pre-
senting these results, as the obtained TCP throughput
performance, across different network paths, presents the
same univocal relation with RTT variations that was ob-
served through the TCP experiments under artificially
varying RTT values.

6.2.2. Video experiments
The goal of this final set of experiments is to show how

the federated environment between NITOS and PLE test-
beds can be utilized in testing the performance of video
streaming applications that utilize discrete network paths.
We consider a typical scenario for streaming video, which
is based on the topology that is represented in Fig. 3, where
a video file is streamed from the MC, forwarded to the MAP
it is associated with and finally reaches different PLE desti-
nation nodes. The video streamed through the PLE network
goes over the Internet giving experimenters the character-
istics of a realistic network. Based on the experimental set-
up that is generated through the use of the Socat platform,
the MC receives the corresponding traffic streams that
have resulted through transmissions across different net-
work paths and is finally able to store different versions
of the initially transmitted video sequence. Consequently,
we are able to evaluate the perceived video quality in each
case, based on comparison of the delivered video files.

The number of received frames across multiple PLE des-
tination nodes that feature different RTT values, is illus-
trated in Fig. 13. Results show comparable performance
for the PLE nodes that are allocated in Greece, Australia,
Portugal and Canada. The video file that is streamed be-
tween nodes in the internal network of NITOS is delivered
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Fig. 12. Measurements for the target flow that is originated from a node in NITOS and destined to a PLE node in Australia.
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Fig. 13. Number of received frames during the transmission of the same video file through different PLE source nodes.
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nearly unvaried. Moreover, we notice that the lowest
performance is yielded in the network paths that include
PLE nodes located in Japan and Chile. Considering the ob-
tained results, there exists no direct relation between the
RTT values and the number of delivered video frames. In
addition, we present some indicative screenshots in
Fig. 14, which present the same video frame as delivered
through different network paths. As our aim is not on com-
paring the video performance in terms of advanced video
quality metrics, we simply rely on the screenshots repre-
sentation to depict the video quality degradation that is
yielded during the streaming of a video sequence through
different PLE nodes over the Internet.

7. Simulation based evaluation

In order to explore the key differences between realistic
testbed and simulated environments in performing Mesh
Network experimentation, we decided to reproduce the
WMN topology under consideration in a network simula-
tor tool. For this purpose, we decided to use the well estab-
lished NS3 [37] discrete-event network simulator, which
provides for experimentation in both wireless and wired
topologies. By properly configuring NS3 to simulate
WMN topologies, we can evaluate the comparative com-
plexity of configuring simulation and testbed environ-
ments. Moreover, we are able to conduct extensive sets
of experiments and, through direct comparison between
the results obtained in the realistic and simulated environ-
ments, we determine whether simulation models are able
to reliably estimate the performance of WMNs. To this aim,

we reproduced the full set of the experiments presented in
Section 6.1, in the NS3 environment. In the rest of this
Section, we refrain from showing the full set of obtained
results and only present a subset of selected experiments
that presented dissimilar performance, with regard to the
results obtained in the realistic federated testbed environ-
ment. Based on the simulated experiments, we also
comment on the obtained results and the perceived user
experience.

7.1. Wireless topology – Channel contention

The first testbed experiment that we tried to reproduce
is related to the evaluation of the impact that wireless
channel contention induces on end-to-end performance
of the wireless access link. In order to replicate the actual
topology that was used in the real experiments, we simu-
lated a grid topology consisting of 4 wireless nodes that
are spaced 2 meters apart. In this scenario, we evaluate
the throughput performance of the first communicating
pair of nodes, considering varying traffic rate for the
second contending flow. The nodes were configured to
support the IEEE802.11a standard, through the applied
‘‘WiFi Phy Standard 80211a’’ tag. We also configured the
nodes to use the fixed PHY-bitrate of 54 Mbps and 6 Mbps,
through the application of the ‘‘OfdmRate54Mbps’’ and
‘‘OfdmRate6Mbps’’ tags, for transmissions of data and con-
trol frames accordingly. In order to model the wireless
propagation environment, we used the basic Friis [38]
model, which assumes that the received power drops as

Fig. 14. Representative screenshots of the same frame as transmitted through different PLE nodes.
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Fig. 15. UDP throughput vs. contention, in a wireless grid topology of 2 m node distance, considering different NS3 propagation models.
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the square of the distance between the transmitter and
receiver nodes, as it occurs in free space.

In Fig. 15, we use the blue color to depict the resulting
UDP throughput performance. We easily notice that the
maximum achievable throughput of 18.52 Mbps is signifi-
cantly lower, than the maximum value of 39.6 Mbps that
was obtained in the real experiment. Moreover, we observe
a remarkable performance anomaly in the case that the
contending flow uses the traffic rate of 20 Mbps, where
throughput increases despite the fact that a higher level
of channel contention is configured. In an effort to
overcome the observed performance dissimilarities, we
decided to experiment with different wireless propagation
models, while keeping the node, topology and network
configurations stable and exactly corresponding the realis-
tic scenario.

To this aim, we first configured the LogDistance [39]
propagation model, which assumes exponential path loss
over the distance between transmitter and receiver nodes.
More specifically, we set the path loss exponent value
equal to 3, which is suitable for modeling urban environ-
ments, in an effort to approximate the real environment
in which NITOS is located. However, based on the obtained
results, which are presented through the red colored bars
in Fig. 15, we notice that performance of the considered
topology was not affected by the application of a different
propagation model. Our next choice was to increase the
node distance, in order to evaluate whether the increased
distance would impact the resulting performance under
the different propagation models. Nevertheless, although
the distance between the two node pairs was increased
up to 20 m, significantly differing from the original topol-
ogy, monitored performance in the case of the Friis and
LogDistance models was totally unaffected and thus we
refrain from presenting the resulting plot.

Our next choice was to apply a signal fading model, and
more specifically the Nakagami model [40], which encom-
passes different fading formulas for short-distance and
long-distance communications. The resulting performance
is illustrated in the green colored bars of Fig. 15. Applica-
tion of the default NS3 Nakagami propagation model
implementation resolved the observed performance anom-
aly in the case that the contending flow was using the
traffic rate of 20 Mbps, when considering a wireless grid
topology with 2 m of node distance. We also increased

the node distance up to 20 m and noticed that the Naka-
gami model presented a slight performance decrease in
all the considered cases, in contrast to the Friis and LogDis-
tance models, in which cases performance was totally
unaffected by the distance increase.

The overall conclusion drawn through this set of exper-
iments is that several rounds of simulator reconfigurations
were required in order to approach the performance
obtained in the realistic wireless environment. However,
although we configured all the proper settings to exactly
resemble the realistic scenario, we did not manage to
achieve the maximum throughput performance of
39.6 Mbps that was monitored in the real experiment.
Moreover, the obtained results confirm observations of
related work [41], where the authors argue that direct
application of NS3 propagation loss models with the de-
fault parameters, do not result in realistic network behav-
ior. Based on our own observations, we also remark that
adjustment of several NS3 parameters is required to
accurately simulate performance of wireless experiments,
even when simple scenarios are considered. Another par-
ticular observation is related to the fact that there were
only minor performance variations observed between
measurements collected through multiple executions of
the same experiment. As a result, we conclude that NS3
was not able to accurately reproduce the highly dynamic
and stochastic nature of the wireless medium in the simu-
lated environment.

7.2. Wired topology – Injected delay

The second testbed experiment that we tried to repro-
duce aims at assessing the impact of artificially injected
delay on end-to-end performance of the wired backhaul
part. To this aim, we created a simple topology consisting
of two wired nodes that are connected through a point-
to-point (P2P) link that offers configuration of the link
capacity and delay, through the ‘‘DataRate’’ and ‘‘Delay’’
attributes. In order to replicate the wired experiment pre-
sented in Section 6.1.1, we configured the maximum P2P
link capacity equal to 100 Mbps and also configured the
link delay to vary between zero and 500 ms. Under this
scenario, we monitor the resulting performance in terms
of TCP/UDP throughput performance.
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Fig. 16. TCP throughput vs. wired delay, in wired topology.
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In Fig. 16, we illustrate the TCP throughput achieved
under various artificial delay values, in both the realistic
testbed and NS3 simulated environments. Based on the
obtained results, we notice that the NS3 simulated TCP
protocol considers RTT estimations as part of the TCP con-
gestion control mechanism, and thus adapts the injected
traffic rate, upon the detection of increased RTT values.
However, the NS3 simulated TCP protocol reacts far more
aggressively to the wired delay increase than the TCP
implementation that is loaded on the Linux-based operat-
ing systems of the PLE and NITOS testbed nodes. More
specifically, significant deterioration of the TCP throughput
performance is observed, as soon as the delay reaches the
value of 10 ms. Moreover, TCP throughput tends to
decrease proportionally to the wired delay until it reaches
extremely low values, when delay increases above the
200 ms. However, in the respective testbed experiments,
throughput performance is only slightly decreasing for
wired delay value up to 100 ms, while significant drop, that
is proportional to the injected delay, is only monitored for
wired delay values above 200 ms. Similar experiments
were also conducted based on UDP transmissions, in which
case throughput performance was not affected by the con-
figured P2P delay, thus presenting network behavior fully
identical to the testbed experiments.

Concluding, we remark that configuration of simulated
wired experiments required less user intervention and
moreover that the performance results approximated to
some extent the experimentally obtained ones. In spite of
the performance dissimilarities that were observed due to
the aggressive behavior of the TCP protocol implementation
in NS3, results on maximum TCP and UDP performance
were identical to the experimentally obtained ones. We also
observed only minor performance deviation for measure-
ments collected through multiple executions, which shows
that the P2P-based delay injection mechanism introduces
far less environment variability in comparison to the one
implemented through the Dummynet tool.

7.3. Combined topology – Injected delay

In the next step, we tried to reproduce the experiment
that considers the combined network topology illustrated
in Fig. 2. In order to to simulate the wired backhaul
between the final server destination and the MAP that

provides access to the associated MC, we used a P2P link
of configurable delay, as in the aforementioned exclusively
wired scenario. Following an approach identical to the one
used in the simulated wired experiments, we aimed at
detecting whether the combined topology further impacts
end-to-end performance, as it was observed in the
respective testbed experiments. For this purpose, we
reproduced the combined topology, following settings
identical to the ones configured in the two previous
simulated experiments, considering each discrete network
path accordingly. Under this scenario, we monitor the
resulting performance in terms of TCP/UDP throughput
performance.

Fig. 17 illustrates both TCP and UDP throughput
achieved in the simulated combined network topology,
under various wired link delay values. Regarding the
TCP throughput performance, we observe that it deviates
from the realistic behavior presented in Fig. 6(b). First, we
notice that throughput decrease follows a trend similar to
the one observed in the simulated wired experiment. Sec-
ond, we note that the maximum achievable throughput
performance of 12.62 Mbps is significantly lower than
the one obtained in the realistic experiments (24.1 Mbps).
Considering the UDP throughput experiments, we notice
that performance is totally unaffected by the injected de-
lay, for delay values lower than 80 ms. However, in cases
when the injected delay increases above 100 ms,
throughputs tends to decrease, reaching a maximum
reduction of approximately 2 Mbps, in the case that
500 ms of delay are configured for the P2P link. UDP per-
formance results obtained in the simulated combined
scenario come in contrast with the ones obtained in the
testbed environment, where UDP throughput was not
affected by the wired delay, even for the highest
configured delay values of 500 ms.

At this point, we would like to present some generic
conclusions regarding the experience gained through the
execution of identical experiments in both testbed and
simulation based environments. Considering the complex-
ity of experimental configuration, we remark that although
testbed experimentation requires significant effort in the
early configuration stages, the ease of use provided by
experiment instrumentation frameworks, such as OMF
and NEPI, efficiently simplifies the overall process. On the
other hand, execution of introductory scenarios in the
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NS3 simulator tool was straightforward. However, several
rounds of simulator reconfigurations were required in
order to approach the performance obtained in the testbed
environment, especially when configuring wireless experi-
ments. Regarding the ability of simulator tools to accu-
rately simulate performance of testbed experiments, we
reached the conclusion that NS3 is able to provide some
basic feedback about the expected performance of real
testbed experiments. However, based on the various flaws
that were observed, we conclude that NS3 is not able to
accurately reproduce testbed experiments, especially
topologies that include wireless or combined network
parts. We have to mention that our experience with net-
work simulators is limited to NS3 and that other mode
advanced simulator environments, such as OPNET [42],
might potentially approximate real experiments more
accurately. However, sophisticated network simulator
environments require experimenters to obtain high cost li-
cences, in order to have access to the full list of available
components. As a result, we decided to use the publicly
available NS3 platform that is primarily targeted for re-
search use and directly compare its performance with
experimental results obtained through the federated
environment consisting of testbeds that provide free
remote access to experimenters worldwide.

8. Conclusions and future work

The unique two-tier architecture introduced by realis-
tic WMNs has directed research efforts towards experi-
mentation on global scale realistic environments that
result from federation of heterogeneous networks. In this
work, we present the federation of the wired PLE and the
wireless NITOS testbeds. The resulting architecture has
enabled the execution of realistic association experiments
in the context of WMNs, which presented several charac-
teristics of experimentation under real world scale and
settings. Several of the testbed experiments were also
reproduced in a network simulator tool, demonstrating
the inability of simulated environments to accurately
approximate the complex nature of the wireless medium
and the high variability that experimentation over Inter-
net generates. Through the extensive experiments and
the corresponding collected results, we validated the
importance of integrating experimental facilities for the
design and development of the Future Internet. As part
of our future work, we plan on investigating performance
of more complex WMN topologies that also feature a
wireless multi-hop backhaul in the aforementioned feder-
ated environment. Furthermore, we aim at enhancing the
existing tools for experimentation in federated testbeds
and developing new ones, towards upgrading the per-
ceived user experience.

Appendix A. OEDL use of resource names

#———————–RESOURCE NAMES———————#

defProperty (’MAP1_node’,
"omf.nitos.node023", "1st MAP")

defProperty (’MAP2_node’,
"omf.nitos.node022", "2nd MAP")

defProperty (’PLE_node’,
"planetlab.test.upmc.ple2", "PLE")

defProperty (’MC_node’, "omf.nitos.node019",
"MC")

#———————–RESOURCE NAMES———————#

Appendix B. OEDL configuration of the first MAP

#——————————MAP1—————————-#
# Definition of the RTT measurement

application.

defGroup (’MAP1’, property.AP1_node) do

jnodej
node.addApplication ("app_measure")

{jappj
app.setProperty

(’address’,"132.227.62.120") #PLE node IP

app.setProperty (’sampling’,1)

#Sampling interval

app.setProperty (’debug’,true)

#Enable debugging flags

app.setProperty (’port_number’,4042)
#port number of the

#server-side application running at

the PLE node

app.setProperty (’proc-file’,"/proc/

net/madwifi/ath0/onelab_proc_file")
#proc file used to parse RTT results to

the custom

#Mad-WiFi driver running at the MAPs

app.measure

(’roundtrip’)#Measurement table suffix

}
#Definition of the Iwconfig wrapper

application.

node.addApplication ("app_iwconfig") do

jappj
app.setProperty (’interface’,

’ath0’) #Interface parameter

app.setProperty (’sampling’, 3)

#Sampling interval

app.measure (’iwconf’) #Measurement

table suffix

end

node.net.w0.mode = property.mode2

#Setup of operational mode (MC/MAP)

node.net.w0.type = property.wifi

#Setup of wireless mode (802.11 a/b/g)

node.net.w0.channel = property.channel1

#Setup of wireless channel

node.net.w0.essid = "MAP1"

(continued on next page)
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#Setup of ESSID name

node.net.w0.ip = "192.168.0.1"

#Setup of IP address to be used

end

#——————————MAP1—————————-#

Appendix C. Dummynet application configuration and
execution in OEDL

#———————DEFINITION OF DELAYS———————#
defProperty (’first_delay’, 100, "First
delay value")

defProperty (’second_delay’, 200, "Second
delay value")

defProperty (’third_delay’, 350, "Third
delay value")

#———————DEFINITION OF DELAYS———————#

#——————DELAY INJECTION TO PLE

NODE—————–#
group (PLE_Destination).exec (/bin/sh/home/
certhple_nitos1/

net_add.sh #{property.first_delay})
#——————DELAY INJECTION TO PLE

NODE—————–#
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