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Abstract—The recent mobile data explosion has increased the
interest for mobile user-provided networks (MUPNs), where users
share their Internet access by exploiting the diversity in their
needs and resource availability. Although promising, MUPNs
raise unique challenges. Namely, the success of such services
relies on user participation which in turn can be achieved on
the basis of a fair and efficient resource (i.e., Internet access and
battery energy) exchange policy. The latter should be devised
and imposed in a very fast time scale, based on near real-time
feedback from mobile users regarding their needs, resources, and
network conditions that are rapidly changing. To address these
challenges we design and implement a novel cloud-controlled
MUPN system, that employs software defined networking support
on mobile terminals, to dynamically apply data forwarding
policies with adaptive flow-control. We devise these policies by
solving a coalitional game that is played among the users. We
prove that the game has a non-empty core and hence the solution,
which determines the servicing policy, incentivizes the users to
participate. Finally, we evaluate the performance of the service in
a prototype, where we investigate its performance limits, quantify
the implementation overheads, and justify our architecture design
choices.

I. INTRODUCTION

1) Motivation: The last few years we are witnessing
an ever increasing demand for mobile data [1] that places
unprecedented strain on cellular networks, and forces network
operators to adopt expensive data plans [2]. These develop-
ments gradually made both the operators and the users keen to
explore alternative network access services which can provide
low cost Internet connectivity to the users and/or reduce the
networks’ congestion. In this context, user-provided networks
(UPNSs) [3] where users offer to each other (mobile) Internet
access services, constitute a very promising solution.

This Internet sharing model is not actually new, as it dates
back to FON-like WiFi sharing communities [4]. However,
UPNs are currently attracting renewed interest with focus this
time on handheld mobile devices that can operate, on the
spot and on demand, as mobile Wi-Fi access points (APs).
Interestingly, a number of innovative companies have already
launched such multi-hop/path mobile UPN services [5], [6],
[7]. The underlying concept is to exploit the diversity of users
needs and resources, as Internet access and battery energy, and
create a network effect where the service benefits increase with
the number of participants. These models can remedy several
problems that have so far dogged users and network operators.
In particular:

o Unsatisfied Demand. Mobile data plans are expensive [2],
and many users consume less than their monthly quota

[8]. Hence, users may have unused capacity or unsatisfied
needs in each month.

e Poor Connectivity. Cellular networks are frequently con-
gested or have poor coverage, offering high-latency
and/or low throughput connectivity to disappointed sub-
scribers [9].

e Unused Capacity. There is abundance of Internet capacity
residing idle at the network edge, either as unused data
plans, or at the underutilized WiFi APs [10].

MUPNSs can address these issues through on-the-fly (grass-
roots) mesh networks that allow the collaboration of the users
for sharing the idle capacity at the edge of cellular and WiFi
networks, and finding the best Internet access routes. The main
idea is presented in Fig. 1. In such architectures, users may act
as hosts (gateways or relays), or clients, and exchange roles
based on their needs and resource availability, as dictated by
the policy of the UPN.

The Challenges. However, devising and imposing routing
and flow control policies (servicing policy) for such multi-
hop systems, while ensuring global network consistency, is a
very intricate task, especially since it is required to recalculate
and update these policies in a small time scale. The latter
is necessary so as to identify changes regarding the wireless
medium conditions, and the needs of the users. Clearly, today’s
mostly OSI layer-7 cooperative networking schemes (single-
hop that rely on tethering) suffer from poor performance and
cannot address these issues.

At the same time, such a service needs to ensure that all
the users, acting either as service hosts or clients, are willing
to collaborate with each other. This incentive provisioning
problem should take into account both the performance of
each user, in terms of amount of served data, and the incurred
costs, in terms of monetary and energy consumption costs.
Each user should be ensured that he cannot achieve better
overall performance if acting independently (not participating
in the service), or if he cooperates only with a subset of other
users (colluding). This is of paramount importance so as to
avoid strategic user decisions that may impact the efficiency of
the service. These requirements further compound the already
challenging design and implementation of MUPN services.

2) Methodology and Contributions: Our goal is to propose
an efficient architecture for this problem and evaluate a proof-
of-concept implementation, based on the latest systems design
trends, and on a sound game-theoretic model for the servicing
policy. We consider a system where every user (device) is
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Fig. 1. The collaborative network sharing (CoNeS) MUPN platform: users exchange roles of gateways, clients and relays, and connect to the Internet through
multi-hop paths. Each device features a SMart Datapath(SMD) that implements forwarding and runs the Internet Connection Sharing Daemon (ICSD), which
is responsible for neighborhood device discovery, link capacity measurements, the user traffic control functions, and the low-level SDN configurations. This
information is sent to the backend cloud service called Connection Decision Engine (CDE), which responds with the servicing policy. The devices update

accordingly their SDN datapaths in a consistent fashion.

described by his Internet access capacity and cost, device
battery energy, and the capacity of links with his neighbors.
The users may want to upload or download content to/from
the Internet, or directly exchange content (D2D). A high-
level overview of the proposed Collaborative Network Sharing
platform (CoNeS) is shown in Figure 1.

Theoretical Framework. We model the users’ interactions
as a coalitional game with transferable utilities (TU) [11],
and we find an equilibrium solution that satisfies all the
participants. This solution determines how much Internet ac-
cess, relaying bandwidth and battery energy each user should
contribute, and how much of the MUPN total capacity (in
terms of mobile data) he will receive. Moreover, the solution
dictates the side payments among the users that can be realized
through a virtual currency system. This system enables users
to pay with coins for the services they receive, and get paid
accordingly, when they serve as gateways or relays, other
users (bits for coins). We prove that this TU game has a
non-empty core, thus the obtained equilibrium policies for the
grand coalition (i.e., when all users cooperate) ensure higher
payoffs for the participants, compared to all possible deviation
scenarios. Clearly, such a solution framework is applicable
only if it is fed with up-to-date information.

System Architecture. In order to satisfy this requirement,
we design a state-of-the art mobile Backend as a Service
(mBaaS) platform that runs in the cloud, and leverages the
Software Defined Networking (SDN) paradigm to coordinate
in very fast time scale with each user’s device. Every device
runs an SDN-based light-weight client service (ICSD) which
performs all the necessary local tasks, such as network dis-
covery, statistics collection and device profiling (e.g. battery
level), and communicates it periodically to the cloud service
(CDE). The latter monitors the system through these hearbeat
messages, and finds the solution of the TU-game that dictates
the servicing policy (or, decision graph): the assignment of
gateway, relay and client roles, the exact flow rate and routing
decisions per node, and the coin transfers. The decision graph
is subsequently forwarded to the mobile devices which update
their SDN datapaths in a consistent fashion.

Implementation and Evaluation. In order to shed light on
the very details of the system design, assess its performance,
and quantify the actual overheads, we implemented a CoNeS

prototype and performed experiments in our testbed, using
an embedded platform. These devices, that resemble high-
end tablets, were set up with OpenVSwitch (OVS) OpenFlow
datapath implementation, and the Linux HTB queuing disci-
pline (for flow rate control). We explored how adaptive such
a system can be, i.e., how fast the CDE can coordinate with
the ICSDs, and what is the impact of this communication on
the service performance and battery energy of the nodes.

To this end, the main technical contributions of this work
can be classified as follows:

CoNeS Architecture. We designed a MUPN system, with
many mobile (or even fixed) users and multi-hop servicing
policies, following the state of the art mobile networking
systems design principles (SDN, mBaaS). The proposed ar-
chitecture significantly departs from similar solutions as it is
very flexible, adaptive, scalable, and can be directly extended
to include operator controls, e.g., for accounting.

Robust Solution. The service policy and payments are de-
rived from the solution of a coalitional game which we prove
it has a non-empty core. This ensures that users are deterred
to act strategically by deviating and not applying the decision
graphs. This property is of paramount importance for such
systems that rely on voluntarily user participation.

Implementation and Evaluation. We implemented a CoNeS
prototype in our testbed and executed extensive experiments
measuring the performance and the limitations, such as the
devices’ energy consumption which is critical for MUPNSs.
We found that the CoNeS coordinating operations, which are
necessary to sustain an efficient and adaptive MUPN, have
minimal resource consumption overheads and no significant
impact on user experience.

The rest of the paper is organized as follows. In Sec.
II we introduce the system model and the game-theoretic
framework for devising the servicing and payment policies.
Sec. III describes the MUPN architecture. In Sec. IV we
include implementation details, explain the experimental setup,
and present the findings of our evaluation. We discuss related
works in Sec. V and conclude in Sec. VL.

II. RESOURCE ALLOCATION FRAMEWORK

We consider a set AV = {1,2,..., N} of mobile users and
study the system for a certain time period of the order of
several seconds. The users form a mesh network which is



modeled by a directed graph G = (N, ), where £ denotes
the set of communication links. For each user i € N, we
define the set of incoming and outgoing one-hop neighbors
as In(i) = (j : (j,1) € €) and Out(i) = (j : (i,5) € &),
respectively, and denote N (7) = In(i) U Out(i).

The users may download or upload content from/to the
Internet, or communicate directly with each other, e.g., for
exchanging content. We define the respective sets of users as
Ng, Ny, and NV, which are subsets of A/. Each user performs
only one such task at a time, hence there exist |[\| data flow
commodities in the system. For each user ¢ € N/ we define the
value r; > 0 of his commodity flow, which denotes the amount
of data (in bytes) that he uploads, downloads or exchanges
with another user during the current time period. Finally, we
introduce the utility function U;(r;) for each user ¢, which is
a positive, increasing, continuously differentiable, and strictly
concave function, and characterizes his satisfaction. In every
period, each user can serve one or more roles as follows: he
can be a client node, a relay node, or a gateway node by
downloading (uploading) data from (to) the Internet.

Capacities and Flows. Let C;; > 0 denote the amount of
data (in bytes) that can be transferred over link (i,7) € &
during the period of interest. Let Cy; > 0 be the maximum
amount of data that user ¢ € A/ can download as a gateway
from the Internet, and C,; > 0 be the maximum amount of
data that he can upload to the Internet. In case the medium
does not separate upstream and downstream flows, as in WiFi,
we assume that the user has an Internet access capacity of
C; > 0 bytes that is shared among all flows. Each user ¢ pays
a price p; > 0 for each byte that he downloads or uploads from
the Internet. These prices depend on the type of his Internet
connection (WiFi or cellular), and on his specific data plan.
On the other hand, we assume that the D2D data transfers are
realized over the unlicensed ISM with no cost.

We denote with y§"> > 0 the data that user 7 downloads
or uploads to the Internet for commodity (n), i.e., for each
user n € N\ NV.. We also define the data amount a:( " >0
of commodity (n), n € N, that user ¢ delivers "o his
neighbor j. The operation of the system is described by the
servicing policy which comprises the Internet access matrix
y = (yz(”) >0:ieN,ne N\ MN,), and the routing matrix
x = (mly) >0: (i,5) € E,n € N). Clearly, it should hold:

re=y+ Y 2l vie Ny, (1)
j€In(4)

and similarly for each user i € NV,,. The routing and Internet
access decisions should satisfy the flow balance equations:
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while it should hold & =0, ¥4, j € Out(i).

Each link (4, j) cannot support more data than its maximum
capacity. Additionally, since the nodes are in proximity, their
transmissions may interfere. This severely impacts the amount
of data that can be actually delivered over each link. In order
to capture these limitations, we follow the interference models

that have been extensively used for backbone mesh networks,
e.g. see [13] and references therein. This ensures that the
servicing policy satisfy the necessary conditions so as to be
implementable.

In particular, for all links (i,5) € &, it should hold:
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Note that we include y( "™ in (3) only if the respective Internet
connection is realized over Wi-Fi links!. Moreover, each node
i € N cannot use more than his available network interface
cards p; € ZT, including his cellular interfaces, hence:
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Energy Consumption. Each user ¢ € N that participates in
this service perceives a different amount of dissatisfaction due
to the consumption of his battery energy. We use the energy
cost function T;(e;) to capture this effect, which is strictly
convex and increasing in the total amount of consumed energy
e; (in joules).

Let ej; > 0 be the energy that user ¢ consumes when he
sends one byte to user j € Out(i). Also, ej; > 0 is the
energy that user j consumes for receiving one byte from user
1. Finally, e > 0 and e] > O are the energy consumptions
when node ¢ uploads or downloads, respectively, one byte
from/to the Internet. Typically, energy consumption is higher
with cellular than with WiFi connections and depends on the
transmission and reception rates [14]. The aggregate consumed

energy e; is:
PR D I DD DI

JEOut(i) neN j€IN(i) neN
ey M el Y u, VieN 5)
neNy, neNg

Virtual Coins. We assume that there is in place a virtual
currency system that allows users to pay each other for the
services they receive and offer. This is very important as it
incentivizes the users to participate in the service, even if they
do not have communication needs. Such a system can be easily
implemented centrally with the proposed mBaaS architecture.
In particular, we denote with z; € R the amount of coins
that user ¢ € N receives (z; > 0) or pays (z; < 0) when he
participates in the service. The exact payments, z;, Vi € N,
will be determined by the solution of a specific optimization
problem, as we explain in the sequel.

User Payoff. Let V;(-) denote the payoff that user i € N
receives for each period that he participates in the mobile UPN.

I'We do not consider interference among different cellular connections as these are
managed by the respective cellular base stations. Also, we focus hereafter on Wi-Fi links.
The analysis is similar for cellular links using C,,; and Cyg; instead of C; for the sets
N and Ny, respectively.



This includes the energy consumption cost, and the monetary
cost for the mobile data usage. Hence, it is:

Vi(xi,yi) =Ui(ri) = Tiles) —pi Y y.(©)
neENLUNg

Obviously, the payoff V() decreases monotonically with the
amount of data that user ¢ downloads, uploads or routes.
Hence, the user will have no incentive to perform these tasks
unless he is compensated accordingly. On the other hand,
when user ¢ does not participate in the service, he determines
independently the value of ygl) which should be balanced
so as to increase the user’s utility but not induce very high
data usage cost. We denote with V;° the achieved standalone
performance according to this optimal decision of each user
ieN.

MUPN Coalitional Game. In this context, the question that
arises is the following: How much data should be served for
each user, and how many coins should he receive or pay for the
services he offered or received from the UPN? To address this
question, we model the mobile UPN operation as a coalitional
game with transferable utilities [11].

Definition 1: The UPN coalitional game is defined as

<v,/\f > where A is the set of cooperating users, and v(-)
is the characteristic function which associates to each subset
of cooperating users S C N (coalition), a real number v(8)
that represents the maximum aggregate payoff increase that
coalition S can achieve and share in an arbitrary way (through
coin transfers).
The key issue in TU coalitional games is whether all the
users A will agree to cooperate, forming the grand coalition,
or if there will be formed separate subgroups. Formally, this
question translates to whether the core of the UPN coalitional
game is empty or not.

Definition 2: For any real valued vector ¢ = (¢; > 0:1 €
N) and any coalition S, we let ¢(S) = >, s ¢s. This vector
is called an imputation if ¢(N') = v(N), and ¢; > v({i}) for
all 7 € V. The core of the game is the set of all imputations
¢ for which it holds:

I={¢:¢WN)=0vN),¢(S) 2 v(85),YSCN} (7)

Interestingly, the UPN coalitional game has a non-empty
core. Let us first introduce the MUPN optimization problem
(MQOP) that yields the total welfare increase, i.e., the value of
the characteristic function, for the set of N’ cooperating users:

max Z (Vi(zi,y:) — Vi)
Y N

st 2. (3). @)
2 >0,y >0,¥i,n e N, (i,j) €€ ®)

This is an optimization problem with a strictly concave objec-
tive, and a compact and convex constraint set. Hence, it admits
a unique solution (x},y;). We can now proceed stating the
main property of the MUPN coalitional game.

Theorem 1: The MUPN coalitional game <v,N > has a non-
empty core.

Proof: The proof of this property is based on the nec-
essary and sufficient conditions derived by Bondareva and
Shapley (see [11]), and follows the rationale of [20], [21]. In
particular [21] proved that the multicommodity flow problem
for non-linear objective functions admits a solution that lies
in the core. Our proof leverages this result. [ ]

Based on this result, we can devise a cooperation policy by
solving the MOP problem, which yields the matrices * and
y*. Moreover, we can implement the payment (coin) transfers
zf, i € N according to the shadow prices that result from the
solution of this problem. This policy ensures that each subset
of users (including singletons) will be satisfied enough so as
not to deviate from the grand coalition. Finally, notice that
the exact form of T;(-) and U;(-) can be determined by the
implementation, as long as they have the properties discussed
above. Examples are given in the sequel.

III. ARCHITECTURAL BLUEPRINT

In this section, we begin with a simple example so as to
illustrate the system operation and highlight the main technical
challenges. Accordingly, we describe in detail each service
component and explain how we tackle these raised issues. At
the same time we provide pointers on how the architecture is
related to the model abstraction presented in Sec. II

1) An Example and the Challenges: Assume that Bob, Alice
and John are in proximity and wish to use their smartphones to
connect to the Internet. Each device may have heterogeneous
network interfaces ( cellular, WiFi, Bluetooth etc). The users
decide to put their devices in CoNeS mode and launch the
ICSD service. The latter, initiates the discovery mechanism
so as to identify the one-hop neighbors of every user who
is reachable over each different network interface. Moreover,
the mechanism measures the average throughput of all the
available links, including the Internet connections. This infor-
mation is then compiled in a star graph having an edge for
each available physical link with each neighbor.

This graph is forwarded, in the form of a discovery mes-
sage, by each device to the CDE service, using the closest
Internet connection (either local or through other nodes). The
CDE receives these messages and determines the servicing
policy, i.e., the decision graph, which forwards to each user.
This graph actually comprises the servicing policy dictated
by the matrices ® and y, defined in Sec. II. The devices
acknowledge the graph reception and apply the decision graph.
Accordingly, ICSD on each device configures the local SMart
Datapath (SMD) support to activate network layer forwarding.
Subsequently, MUPN is up and running.

The CDE decisions are updated in a periodic fashion based
on the received feedback, in the form of heartbeat messages,
that are sent by the ICSD daemons. The heartbeat message
format is again a star graph similar to the discovery message
which, in addition, includes information about the consumed
data in the previous round, the current battery levels and the
data demands, i.e., whether a user wants to upload, download,
communicate directly with another user, or remain idle. In par-
ticular, these messages include information about the energy
consumption per transferred byte over each different link, and
estimations for the respective link throughputs, i.e., parameters



e;;. €5, €, ep, and Cyj, Cyi and Cy; that were defined in Sec.
II. As these parameters change over time, the CDE is informed
by the heartbeat messages and subsequently updates the de-
cision graph when needed, which results in MUPN network
re-configuration. Clearly, the heartbeat message period defines
the responsiveness of CoNeS to frequent changes.

Notice that the CDE policy uses the utility and cost func-
tions V;(-) and T;(-), Vi € N, which are implementation-
dependent. For example the system designer may employ
logarithmic utility functions so as to achieve a proportional
service allocation. Finally, this cloud-controlled system can
easily retrieve the Internet usage cost for each node (parameter
pi, i € N), either directly from the nodes (ICSD), or by
contacting the respective network provider (assuming there
is established collaboration). This example reveals the salient
features, beyond those described until now, that CoNeS must
have. Specifically:

(F'1): Provide a flat neighbourhood network abstraction:
Mobile devices need to support a single flat network abstrac-
tion, regardless of the possible heterogeneous intrefaces and
subsequent IP configurations.

(F'2): Fast network re-configurations: The system should be
able to update the servicing policy very fast, so as to adapt
to the changing needs of the users, the varying throughput
of their Internet connections, the consumption of their battery
energies, etc.

(F'3): Consistent network updates: The previous network
configuration has to be used by the neighborhood devices to
receive an updated configuration. In this context the devices
should quickly sync in order to deploy the new configuration
only after every participant has received it.

(F'4): Seamless transition of active flows: Active TCP/UDP
flows should not break when a new decision graph dictates
changes in the gateways of the MUPN, i.e., an active flow of
Bob that was reaching Internet through Alice, now has to flow
through John.

To address (F'1)-(F'4), we employed SDN to implement
a programmable packet forwarding datapath on each mobile
device, and used a VPN-based Internet Access Server (IAS).

2) Mobile Node System Architecture: In Figure 2 we depict
the node architecture that comprises the ICSD and SMD. The
former implements the required control plane logic and the
latter executes datapath operations. ICSD is an mBaaS-based
mobile application that interfaces with the CDE cloud backend
service via a custom RESTful APL. The ICSD comprises the
discovery service (dcs) and the configuration service (cfs).

ICSD/dcs. This service identifies, for each node, the im-
mediate neighbors on all available network interfaces. Each
device has to start this discovery daemon that listens for
neighbor probes on a globally agreed multicast IP address.
These probes contain the OSI layer-2 addressing information
for all the local wireless interfaces of the sender as well as a
device-unique identifier. The described discovery steps are IP-
specific and wireless technology agnostic, so they are common
for all technologies. For each physical interface, dcs executes
a throughput test for all possible links with one-hop neighbors,
in order to assess their average application-level throughput.
This process leverages the TLQAP protocol [38], which has
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Fig. 2. Mobile node system architecture. SMD implements a forwarding
element that: (i) receives configuration to relay traffic between nodes and/or
the Internet, (ii) implements rate-control for egress traffic. ICSD/cfs retrieves
flow statistics, determines Internet usage and sends heartbeats to CDE. SMD
implements packet forwarding and supports two types of network interface
roles: the (i) MUPN LAN, and the (ii) MUPN WAN.

been modified to use IP multicast and to produce the star graph
based discovery messages with all the required data. This
protocol has been originally developed for wireless testbeds
where all the nodes are a priori known so modifications were
made to integrate the described discovery step.

ICSD/cfs. This service implements a heartbeat mechanism
which periodically sends the latest local star graph to the CDE
with resource usage information. In this case, the links of the
graph get updated with flow rule usage statistics. The latter are
employed by the CDE so as to infer user activity (uploading,
downloading, or being idle). When the node receives a new
decision graph, the cfs identifies and applies the new role(s)
of the device by appropriately updating the forwarding logic.

To dynamically shift between the different roles that each
node may undertake we employ SDN to control data for-
warding. Namely, if a node is assigned the role of an MUPN
gateway to the Internet, the cfs implements an SDN-based Net-
work Address Translation (NAT) scheme. More specifically,
the SMD of the device is configured with packet manipulation
and forwarding rules that implement NAT logic behind all
local interfaces that are directly connected to the Internet.
The state of the active translated flows is maintained by the
cfs. For the interfaces that are used to relay neighbor traffic,
appropriate flow rules are installed which rewrite the previous
source and destination Ethernet addresses.

In addition to forwarding control (routing), cfs features QoS
support for each different commodity (flow control), lever-
aging the Linux Hierarchical Token Bucket (HTB) queuing
discipline [35]. HTB installs outbound queues at all network
interfaces, which can be served at software-controlled rate
according to the CDE decision graph. More specifically, the
decision graph edges get annotated with outbound service
rates towards all graph vertices (i.e., for each commodity
n € N). Upon graph reception and analysis, each node installs
a separate queue for each neighbourhood destination as well
as for the Internet. Subsequently, the flow rules are generated



to use the proper queue for each destination.

Datapath Support. The Smart Datapath (SMD) implements
the required support on the mobile node, using the Open-
VSwitch (OVS) OpenFlow datapath implementation and the
HTB. ICSD configures the OVS at boot time to get control of
all available interfaces. By default with OVS, the local network
stack of the node is also considered as yet another network
interface. The latter receives a neighbourhood-unique IP which
is decided by the CDE, configured by the ICSD/cfs, and is
used for D2D communication and Internet access. Figure 2
summarizes the above basic operations.

mBaaS IAS. The described support so far addresses all
technical challenges but one, i.e., the seamless transition of
active flows between different Internet gateways. The ICSD/cfs
design enables instant change of the local SMD flow rules
which allows for frequent installation of new decision graphs.
On the downside, when a new decision graph assigns the
Internet gateway role to another MUPN node, any active IP
packet flow coming from the Internet will break immediately
after the transition, because the destination IP for the MUPN
ingress Internet traffic changes.

Currently, there is no support available to mitigate this
problem transparently to the transport layer. One approach
would be to ignore this problem and rely on the application-
level protocols to deal with the connection loss. In order to
improve the performance and resilience of CoNeS, we adopted
a Virtual Private Network(VPN)-based Internet Access Server
(IAS) approach. Note that this is an optional mBaaS service
which runs on the cloud and improves performance but is not
mandatory for CoNeS operation.

In this scheme, each device needs to establish a single VPN
TCP tunnel with a designated VPN cloud-based IAS server to
access the Internet. As a result, MUPN local gateways only
have to relay VPN traffic from all devices to IAS via their
local Internet connection. Each time the MUPN gateway role
is assigned to another device, the respective connection to the
VPN server needs to be re-established for each MUPN node,
which takes place relatively fast in practice. On the other hand,
users will only experience this small transition delay but active
TCP connections and UDP streams will not break because
the same IAS is still handling all application-level Internet
traffic and there are no routing changes within the VPN overlay
network. VPN-based IAS service is an important feature of the
CoNeS, and a very realistic solution that can be seamlessly
used in a commodity network. Choosing the right IAS server
on the cloud for a MUPN deployment is important so that
Internet traffic does not follow inefficient routes towards a
destination. This problem is due to the use of the VPN overlay
and needs to be addressed but is beyond the context of this
work.

Central Decision Engine. CDE runs as a service on the
cloud and is the core component of the mBaaS platform
which exchanges described graphs with the MUPN nodes. The
services that the CDE offers are: the (i) decision graph deriva-
tion service (dgs), the (ii) network configuration transition
consistency service (ntcs), and the (iii) heartbeat service (hbs).
The dgs derives the equilibrium solution of the TU coalitional

game (in polynomial time) as it was described in detail in Sec.
IT and yields the decision graph and the coin transfers among
the nodes.

These policies are based on the network state information
that is sent periodically by the ICSD/cfs of each device, and
collected by the CDE/hbs. This time interval is tunable in
our system but, as we demonstrate in the next section, a
period of 3 seconds achieves the best performance - overheads
tradeoff. Based on the reported usage, CDE determines if a
user needs Internet access or not. When the CDE devises a
decision graph that is different than the currently active graph,
it communicates it to the nodes so as to be processed by the
ICSD/cfs. However, the transition to a new decision graph
requires a careful synchronization of the nodes so as to ensure
consistent network operation.

This is achieved by a two-stage synchronization mechanism
that is implemented by the CDE/ntcs service. Namely, after
the decision graph reception, the ICSD/cfs of each device
reports the reception and submits a request for approval to
apply it. These requests are handled by the CDE/ntcs which
examines the current MUPN configuration so as to determine
the order in which the different devices should migrate to the
new decision graph. The main challenge during migration to
a new decision graph, is that all devices need to receive the
new configuration before each one starts to apply changes to
its SMD. This is because SMD configurations that belong
to different decision graphs might not be compatible and,
therefore, MUPN network can be destroyed before all devices
get the updated decision graph.

IV. PERFORMANCE EVALUATION

The game-theoretic CoNeS servicing policy ensures that
all participants will enjoy improved performance. In practice
however, sharing resources is not for free and involves addi-
tional overheads compared to independent operation. In this
section, we use a specific platform configuration, based on
a commodity device setup, to quantify the overheads related
to (i) the heartbeat messages (CDE/ntcs), (ii) the relaying
task between MUPN members, (iii) the relaying task between
MUPN and the Internet, and (iv) the network re-configuration
upon arrival of a new decision graph (ICSD/cfs). Notice that
ConeS-specific networking operations stop at OSI layer 2
and there are no dependencies on specific network media
technologies. Therefore, the performance parameters of the
CoNeS tasks vary depending on the network interface and
device types used in a given MUPN deployment. We also
compare the proposed SDN-based forwarding with the widely
used WiFi-direct approach [39].

Finally, due to lack of space, we have included only Fig. 3
that depicts numerically the theoretical performance benefits
of CoNeS. It shows that the more diverse the users are, e.g.,
in terms of Internet access capacities or data usage costs, the
more beneficial is the service for them. This diversity may
refer to any device aspect such as their battery energy, Internet
access capacity or cost, etc.

Experimental Setup. In order to expose the overheads and
assess the limits of CoNeS-specific operations we have devised
a thoroughly controlled, high performance experimental setup
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Fig. 3. Aggregate payoff improvement for a MUPN with 10 users, by solving
problem MOP. Utility functions U; are logarithmic on consumed data (r;),
energy cost functions 7; are exponential on consumed energy (e;). Upper
figure: users are identical, except the Internet access capacity. Lower figure:
users are identical except their Internet access costs.

which is not affected by external parameters (unforeseen
Internet delays, varying wireless throughput, poor connectivity,
etc). The nodes that we used for all the experiments are single
board computers (sbc) with a combination of resources that
matches the performance of a modern tablet. The devices
have OVS installed and run the ICSD and SMD. Internet
access is available via a cable Ethernet connection of 100
Mbps, and the CDE runs on a different (physical) server
located within the local Ethernet network”. All nodes feature a
wireless 802.11n interface configured in IBSS (ad-hoc) mode
[40] with fixed rate of 100 Mbps and is used to implement
MUPN configurations. For the power measurements we have
used the tool described in [34].

1) Node Heartbeat Overheads: First, we quantify the energy
and bandwidth consumption overheads of the heartbeat mech-
anism, and the delay it may introduce to the system. This is
also necessary so as to determine the optimal heartbeat period.
Specifically, in terms of bandwidth consumption and delay,
the heartbeat operation is lightweight because: (i) it requires
a second(s) time period, (ii) graph representations are a few
bytes, and (iii) overall operation is executed in parallel to the
data forwarding operations, so delays cannot be introduced.
Power consumption on the other hand is non-negligible, and
depends largely on whether heartbeats induce a new decision
graph. The worst case scenario is when, in every round of
heartbeat messages, the CDE responds with a new network
configuration.

Table I presents the power consumption of the heartbeat
operation on a single node for different periods of 1 up to
5 seconds (columns), and the cases that a new configuration
needs to be employed or not (rows) . The first entry is when
the node is not sending any heartbeats and can be used as
a reference. For each case, power consumption offsets from
the reference value are presented. If the node needs to apply
a new configuration for every heartbeat it sends, the CPU
load and hence the power consumption increases. A period
of 1 second turns out to be too frequent for a network

2This setup ensures that Internet links are not the bottleneck (our findings
are independent of that). Also, as we demonstrate next, the location of the CDE
does not affect the CoNeS performance, as such mBaaS platforms typically
guarantee a near real-time response, introducing a round-trip delay of few
hundreds of msecs.

TABLE I
HEARTBEAT POWER CONSUMPTION OVERHEAD T’
T (sec) idle 1 2 3 4 5
AvP (W) 7,2 40,365 +0,24 40,21 +0, 2 40,19
(config)
AvP. (W) 7,2 40,25 +0,17 40,16 40,14 +0,11
(no config)
TABLE 11
ENERGY CONSUMPTION IN RELAYING OPERATION
Operat. modes  Idle(node)  Idle (NIC) Relay(node)  Relay(NIC)
Av P. (W) 7,2 0,58 +1,3 +0,9
Cons. (J/ Mb) — — 0,12 0,08

reconfiguration to complete, and it also introduces a significant
power consumption overhead. On the other hand, a 5-second
period is at the upper bound of responsiveness without actually
providing any serious power consumption benefits.

Findings: CDE/hbs does not introduce delay in the system,
does not consume significant bandwidth, and a period of 3
seconds has been found to be optimal in practice, introducing
an additional 2.22% - 2.95% energy consumption per device.
Typically cloud backend service response in mBaaS architec-
ture is in the order of a few msecs, so CDE cannot induce
delays that would affect the CoNeS operation. We use 3 secs
as the heartbeat period in the experiments that follow.

2) MUPN Relaying Overheads: The task of relaying, be-
sides the bandwidth, consumes battery energy, and computing
resources for heartbeats and data forwarding. One factor
that has the potential to overload a CPU (and even affect
throughput) is the number of active flow rules concurrently
installed in OVS, as it increases the per-packet overhead of
lookup/match operations. Generally, it is hard to predict how
OVS performance will scale with the number of these rules, as
they are frequently evicted and reinstalled based on the traffic
pattern. However, since CoNeS targets the (mobile) wireless
domain, the current upper bound that is reasonable to support
is 100Mbit or ~ 200K 64-byte packets per second (Kpps)
of switching capacity. For the modern CPU capabilities, a
200K pps OVS forwarding overhead has been found to be
minimal [37].

On the other hand, in addition to network interfaces, CPU
does spend energy to support forwarding in CoNeS. In order
to measure this overhead, we configured a decision graph for
a tandem network of three nodes (1 — 2 — 3), where node
1 sends data to node 3, via 2 (relay). We have configured
the transmission power of each node to a fixed value of
10dBm, and used an isolated frequency channel for all the
transmissions. The relaying device uses the same 802.11
interface for both Rx and Tx; hence the direction of the main
traffic volume is not relevant for the power consumption (same
TX for any direction). This the simplest MUPN deployment
which requires the relaying task role. Notice that all CoNeS
services are active during the measurements that follow.

First, in order to get a reference, we measured the power
consumption of an sbc node and its NIC in idle operation
and found it on average to be 7.2 and 0.58 Watts, respec-
tively. Subsequently, we measured the energy consumption
of the relaying operation of node 2. Wireless media power
consumption depends on the throughput [36] which in turn



Internet T (sec) - 30 25 20 15 10 6
cotomay '”*e/met Av. Mbps 107 92,5 88,7 87 81,7 68,5 51,8
catomay E Delay(Sec) 157 186 193 197 210 245 324
Av. P_(up) (W) 40,58 0,55 40,55 +0,49 0,48 40,42 +0,41
Av. P_(dn) (W) +1,38 1,35 +1,35 +1,29 +1,28 +1,22 +1,21
Cons. (up) /MB) _ 0,045 0,051 0,054 0,048 0,051 0,052 0,066
Client Cons. (dn) /MB) 0,1 0,125 0,13 0,127 0,134 0,15 0,19

Fig. 4. Gateway switching overhead: user 3 is a client being relayed either by user 1 or user 2. Rows show aggregated service rate, delay and average
upload/download energy consumption for different gateway switching intervals 7", for downloading a 2GB file. Fixed additional overheads are: i) Average
graph install delay (after reception) is measured to 1 msec. ii) TCP VPN recover after exchange (average): 1 second to detect exchange, 2.3 sec to re-initiate
connection, 3.3 seconds total stall. The minimum threshold that allows a full cycle of graph downloads to complete was found to be 6 secs.

is affected by the wireless channel conditions, the distance of
the nodes, etc. For these experiments, a wireless throughput
of 100M bps was achieved on average. In Table II the sbc and
NIC power consumption during the aforementioned relaying
operation is presented as a reference to idle. Moreover, average
consumption rate of energy per relayed MByte of data is
reported. The traffic is generated with the iperf tool and
saturates the wireless capacity (48Mbit).

Findings: The SDN operation of CoNeS does not induce
significant CPU performance overheads (below 2% occu-
pancy [37]). Regarding power consumption it is observed that
802.11 Tx operations account for 65% of the required power
budget and the rest is consumed by the CPU and memory
copies.

3) Network Reconfiguration and Internet Relay Overheads:
In the experiments that follow we measure the throughput and
power consumption overheads for different network recon-
figuration frequencies where different gateways relay traffic
to the IAS. Accordingly, the previous 3-node CoNeS setup
is changed and now features two MUPN gateway nodes (1
and 3) that periodically serve the client (2), Fig. 4. Table
4 presents forwarding performance, average delay and the
aggregate energy consumption of the two gateways separately
for uploading and downloading (via TCP) a 2 GByte file
between node 2 and a file server accessed over IAS in the
local network. The first row is the frequency of network re-
configuration intervals in seconds. The second row is the
average Mbps service rate of file transfer, and the third depicts
the average completion time of the transfer. The next two rows
provide the aggregated average power consumption (offsets
from idle) of the gateways for the upload and download of
the file and the last two rows have the corresponding energy
consumption per MByte of data. The reference is when a
single gateway serves the entire file transfer (first column)?.

In this experimental setup the relaying of Internet traffic
involves seperate interface technologies which reflects the typ-
ical configuration of MUPN gateways in CoNeS. Often 3G or
LTE is expected to be used instead of Ethernet but even these
technologies have different power consumption demands from
802.11 for data Rx/Tx. Since heterogeneous Tx operations
have different power consumption, uploads and downloads
from the Internet are shown to have a different impact, while
the rest of the performance parameters are not affected by

3Notice that these numbers do not include the idle energy consumption of
each gateway device, assuming that the devices are switched on independently
of their participation in CoNeS.

the traffic direction. Average energy consumption rate per
MByte transfer is not seriously affected by the frequency of
gateway changes. This is because the MUPN, while it does
need more time to complete the transfer with more frequent
network reconfigurations, it requires less average power and
hence results in similar overall energy consumption.

On the other hand there is an impact to user experience
since service rate can significantly vary with frequent updates,
but even in the worst case it remains at an acceptable level
for the mobile user. In our experiments, the interval of 20
secs provided the best balance between the discussed trade-
offs. Finally we have verified, that the client active TCP/UDP
flows are oblivious to gateway switching when they run on
top of a VPN. Hence, the observed delays are related to the
re-establishment of the VPN tunnel and in the case of TCP,
the congestion control response to a sudden throughput drop
when a reconfiguration is in progress.

Findings: MUPN Network reconfiguration has acceptable
performance delays which are induced only when the MUPN
gateway is changed and as long as the lowest period of a
gateway switch is no less than 20secs. If gateway switch
frequency is not violated, the aggregated energy consumption
of cooperating gateways is similar to the energy required by
one gateway to perform the same data transfer.

4) CoNeS Vs WiFi-direct based MUPN: WiFi-direct imple-
ments easy-to-configure MUPNs and it is the main approach
used in current commercial solutions [6]. In [40] the internals
of WiFi-direct are described and a detailed comparison regard-
ing flexibility versus WiFi IBSS is presented. Since CoNeS
MUPN forwarding is cloud-controlled, it requires basic data-
path support on mobile devices and does not need to rely on
the WiFi direct sophisticated operations. In order to compare
the performance of these alternatives, we have deployed WiFi-
direct on the sbc nodes and repeated the previous experiment
(IV —2). Regarding forwarding performance WiFi direct relay
achieved an average of 16, 7Mbits versus 48 Mbit of WiFi-
IBSS which is expected due to the opportunistic power saving
and notice-of-absence (NoA) functions of the former[39].
Moreover, it is observed that WiFi direct virtual access point
has a fixed power overhead so the average idle power is 7, 6WW
versus 7, 2W required by CoNeS. Finally, WiFi direct needs
hardware support and the respective WiFi interface requires
50% more energy to operate at full speed.

V. RELATED WORK

1) UPNs: A key issue in mobile UPNs is the efficient allo-
cation of user resources. Reference [15] proposed an energy-



prudent architecture for mobile hotspots, and [16] presented
a request admission scheme for maximizing hosts’ revenue.
Client and host roles for each user, should be determined
based on battery energy [17]. These works assume that users
have strong social ties [19] and hence collaborate, or they
do not consider this issue. This was studied in [32], but
only for one-hop architectures, and not using a game-theoretic
analysis. Also, [31] designed an incentive mechanism which
however did not consider the possibility of subgroups creation.
On the contrary, CoNeS policy is derived by the solution of
a coalitional game (subgroups are allowed to emerge), and
more importantly comes with a prototype implementation and
detailed evaluation.

2) SDN and Mobile Networks: SDN has been mainly
employed for network virtualization, data center and cloud
computing architectures, e.g., see [22], [24]. Its application
to IEEE 802.11/16 networks was proposed in [23], and
[25]. In this work, we go a further step considering SDN-
enhanced mobile devices [27] so as to enable the collaborative
consumption of mobile Internet resources. Interestingly, such
bottom-up architectures bridge heterogeneous (e.g., WiFi and
cellular) and independent (from different providers) networks,
and open novel research and business opportunities. SDN-
enabled wireless mesh networks were studied before, focusing
on efficient mobility management [26]. These works consider
fixed nodes, and do not study the collaboration issues that arise
when the nodes are owned by different entities.

There are only few works discussing networking with SDN-
enabled mobile devices [18]. Among them, [28] presents
an SDN implementation over wireless ad hoc networks at
the application layer, and [29] studies SDN-based tethering
solutions for one-hop architectures, focusing on authentication
mechanisms. On the other hand, a simulation-based study [30]
proposes a cloud-based SDN controlled architecture for mobile
ad hoc networks. Here, we design and implement a cooperative
Internet access architecture that takes into account monetary
and energy consumption costs for each participant.

VI. CONCLUSIONS

The proposed architecture is motivated by the concept of
collaborative consumption [33], which, we believe is very
appropriate for wireless communications and user-provided
networks in particular. Interestingly, several innovative star-
tups [6], [5], [7], have already launched such services. At
the same time, such models are embraced by traditional
network operators which on the one hand aspire to offload
their congested networks and, on the other hand, identify
novel business opportunities in this area [12], [4]. CoNeS
is a prototype implementation of an innovative cloud-control,
SDN-enabled UPN system with emphasis on mobile devices. It
leverages an efficient and group-rational collaboration policy
that incentivizes the users to participate and exchange with
each other bits and coins, creating a win-win situation through
a network effect. We believe that our game-theoretic analysis,
detailed system design and targetted performance evaluation
study, lays the foundations for the development of a new
class of such UPN systems, and opens exciting new research
directions.
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