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Foreword

2016 FIRE Book
Research and Experimentation: Past, Present and Future

The design and building on how the future Internet will looks like by 2020-
2025 does not only imply technologist and scientific communities, but the
society in general, it is a multidisciplinary activity where all the professionals
from science, technology, sociology and arts have participation. Mainly
because by doing it in this way there will be more opportunities that the future
Internet will help for promoting more users engagement, addressing important
societal challenges and facilitate companies in finding solutions and activate
business markets.

Building the Future Internet is an important activity that will help to incen-
tive the growth of ecosystems and in this line the research and development
of experimental platforms will strongly benefit this activity. Particulalrly the
future Internet research and experimentation activity looks at the scalability
aspects of the technology and applications, best practices for large-scale
deployments, infrastructure and facilities orchestration, pilots and testbeds
federation alike empirical results.

At the forefront of the future technology and applications for the future
Internet, user-driven experimentation and co-creation models are now driving
the evolution not only of the device technology, Internet virtual infrastruc-
tures and middleware platforms but the Internet of End-to-End applications.
Research and Experimentation must promote the growth of ecosystems that
are supported by the research and development of experimentation platforms
that promote users engagement and facilitate companies in finding solutions,
activate business markets, and address important societal challenges.

The 2016 FIRE book focuses on the role, evolution and importance of
research and experimentation on the Internet of Future based on testbed
facilities and experimentally-driven research. The book presents results of on
going and selected past flagship Future internet Research and Experimentation

XXX1
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(FIRE) projects, and addresses developments both in Europe as well as
international collaboration. Among the themes to be addressed in the book
chapters are the following:

e Results and impact of FIRE facility and experimentally driven research
projects.

e The role of “experimentation” and “experimentally-driven research” in
bringing advances in the Future Internet.

e Evolution of experimental facilities since 2007. From facilities ori-
ented towards networking research and datasets towards addressing new
application domains (e.g. media, education, etc).

e Experimental facilities and experimental research on the future Internet
addressing real-life environments or ecosystems, including humans (e.g.
in smart cities).

e The role of federation and interconnection between testbed facilities to
accommodate a European-wide testbed infrastructure.

e Developments in experimentally driven research and innovation, making
use of the testbed facilities and capabilities for industrial problems.

o International collaboration within FIRE (GENI in the US, Japan, Brazil,
South Africa and other initiatives).

o Impact of FIRE on business and societal innovations. Importance of FIRE
for SMEs research and innovation.

e Sustainability and business models of Future Internet facilities and
facilities covered by other actors and initiatives.

e FIRE outlook and vision 2020, including application domains, collabo-
ration with other initiatives and technology domains (IoT, smart Cities,
5G and other).

European experimental facilities are facing up the challenge to evolve towards
a dynamic, sustainable and large-scale not only European but world-wide
infrastructure, connecting and federating existing and next generation testbeds
for emerging technologies. During several years one of the most representa-
tive initiative named Future Internet Research and Experimentation (FIRE),
have focused on offering wide-scale testing and experimentation resources
demanded by competitive research organisations, industry and SMEs alike
to speed up the time-to-market for innovative technologies, services and
solutions. As all in life FIRE, gradually re-defined its original focus on
advanced networking technologies and service paradigms expanding towards
new emerging areas of technological innovation such as Internet of Things, and
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to application domains and user environments such as for networked media
and smart cities. This evolution raised the issue on how European experimental
facilities could further evolve as core resources of an innovation ecosystem
and act as accelerator platform for future Internet research, experimentation
and innovation.

The research and experimentation landscape shaping the Future Internet
is undergoing into a major transformation. Service and application developers
(including SMEs) make use of advanced networking, communication and soft-
ware concepts. Smart City initiatives and technology-intensive domains such
as healthcare, manufacturing, e-government and financial services present new
challenges to such developers. European-wide Initiatives have also emerged
where FIRE’s experimental facilities may bring value added such as advanced
networking (5G PPP), Big Data, Internet of Things and Cyber-Physical
Systems. Traditional boundaries between facility developers, researchers and
experimenters, and end users in vertical application domains start blurring,
giving rise to experimentation and innovation-based platform ecosystems
which bring together a wide range of stakeholders to collaborate on innovation
opportunities driven by Future Internet technologies. Correspondingly the
demands of experimenters and researchers serving those users and developers
are changing, pushing for the development of new types of experimental
facilities and experimentation methods and tools.

In this context the AmpliFIRE project [2], has provided a future vision
concerning the potential of experimental testbed facilities and experimentally
driven research for the coming decade. In this vision, FIRE’s federated
facilities fulfil a key role within the currently evolving innovation ecosystem
for the Future Internet.

2016 has been a year with multiple changes and the Future Internet
Research and Experimentation (FIRE) initiative at the DG Connect experi-
mental facilities unit in the European Commission has not been the exception.
Nevertheless the FIRE initiative with duration now for almost 10 years has
been considered a key initiative within the Horizon 2020 program. Since
the introduction of the FIRE initiative in the EC ICT Work programme FP7
Objective “The Network of the Future” back in 2007-2008, and along the
subsequent programs the FIRE initiative continues being a critical pillar on
the design of the Internet network and services.

The Future Internet Research and Experimentation Initiative addresses
the evolutionary expectations that are being put upon the current Internet,
by focusing on providing a research environment for investigating and
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experimentally validating highly innovative and revolutionary ideas with a
vision on user acceptance and industrial market impact. In December 2015
at the 3'4 edition of the FIRE Forum it was discussed the objective to
create awareness about the evolution towards supporting a third dimension
in FIRE and define the possible roadmap towards the innovation, by means of
more open services interactions, interoperability, secure methods and mobile
integrated services, user acceptance and validation while increasing Internet
network capacity and preserving quality of networking services across FIRE
facilities.

The other two related dimensions of FIRE! are: on one hand, “promotion
of experimentally-driven long-term, visionary research on new paradigms and
networking concepts and architectures for the future Internet” (Experimenta-
tion); and on the other hand, “building a large-scale experimentation facility
supporting both medium- and long-term research on networks and services by
gradually federating existing and new testbeds for emerging or future Inter-
net technologies” including the emergent technologies, new paradigms and
methodologies, to cope with the networks, services and applications demands
in today’s more integrated Internet of everything, virtualized networks and
open information systems.

FIRE is now in a continuous evolution of the testbeds and facilities
ecosystem, towards the achievement of the Horizon 2020 vision and beyond
into the next Framework Programme and comprises the latest generation of
FIRE resources and projects, which started with the H2020-ICT-2014 Call.

FIRE in its evolution is addressing the emergent technologies, paradigms
and methodologies, to cope with networks, services and applications users
demands & validation in today’s more integrated experimentation as a service
experience. Experimentation drives the evolution not only of the device
technology, infrastructure and platforms but the Internet of End to End
applications. Experimentation must promote the growth of ecosystems that
are supported by the research and development of experimentation platforms
that promote users engagement and facilitate companies in finding solutions,
activate business markets, and address important societal challenges.

The 2016 FIRE Book Editors’ team acknowledge the great efforts and
contributions from the FIRE community and is proud and happy to bring to
you this book.

"Future Internet Research and Experimentation: The FIRE Initiative DOI
10.1145/1273445.1273460
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1.1 Evolution of Experimentation Facilities into Open
Innovation Ecosystems for the Future Internet

There have been considerable changes in FIRE as a consequence of the
evolving vision and the needs and interests of the industrial and scientific
communities. Originally established from a core of networking testbeds
and aimed at investigating fundamental issues of networking infrastructure,
FIRE’s mission has changed to deliver widely reusable facilities for the Future
Internet community, resulting in the current emphasis on federation. Figure 1.1
provides an overview of representative testbeds that forms the European
federated ecosystem.

New domains are coalescing within Future Networks, such as the Internet
of Things, Internet of Services, Cyber-Physical Systems, Big Data and other
areas, giving rise to new research and innovation challenges and demands to
experimentation facilities. Interactions with communities such as Smart Cities,
Cloud computing and Internet of Things already brought new perspectives into
FIRE’s portfolio. To some extent this is visible in the new Work Programme
2016-2017, in particular in relation to Internet of Things, where FIRE
testbeds are considered to support technology validation before deployment
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in field trials. AmpliFIRE identifies several key trends, such as the integration
of a broad range of systems (cloud services, wireless sensor networks,
content platforms, and mobile users) within Future Internet systems in large-
scale, highly heterogeneous systems, to support increasingly connected and
networked applications. This new emphasis calls for looser forms of federation
of cross domain resources.

Whereas FIRE has become meaningful in the context of the Future Internet
and its research community, FIRE also increasingly addresses the demand
side of experimentation, the need to engage users and to support innovation
processes. This way FIRE’s evolution must find a balance between coherence
and fragmentation in shaping the relation between facility building projects
and research and experimentation — and increasingly innovation — projects. In
this respect a specific development is how FIRE is increasingly shaped by new,
flexible demand-oriented instruments such as Open Calls and Open Access,
which demonstrates how customer “pull” is increasingly supplementing and
balancing technology “push.”

As experimenter needs and requirements are becoming more demanding,
expectations are rising as regards how FIRE should anticipate the needs and
requirements from SMEs, industry, Smart Cities, and from other initiatives
in the scope of Future Internet such as Internet of Things and 5G. New types
of service concepts for example Experimentation-as-a-Service aim at making
experimentation more simple, efficient, reliable, repeatable and easier to use.
These new concepts affect the methods and tools, the channels for offering
services to new categories of users, and the collaborations to be established
with infrastructure and service partners to deliver the services.

Thus it is expected that experimentation will increasingly be shaped by
demand-pull factors in the period 2015-2020. These user demands will be
based on four main trends:

e The Internet of Things: a global, connected network of product tags,
sensors, actuators, and mobile devices that interact to form complex
pervasive systems that autonomously pursue shared goals without direct
user input. A typical application of this trend is automated retail stock
control systems.

e The Internet of Services: internet/scaled service-oriented computing,
such as cloud software (Software as a Service) or platforms (Platform as
a Service).

e The Internet of Information: sharing all types of media, data and content
across the Internet in ever increasing amounts and combining data to
generate new content.
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e The Internet of People: people to people networking, where users
will become the centre of Internet technology—indeed the boundaries
between systems and users will become increasingly blurred.

In order to contribute to these four fast moving areas, the FIRE ecosystem
must grow in its technical capabilities. New networking protocols must be
introduced and managed, both at the physical layer where every higher wire-
less bandwidth technologies are being offered, and in the software interfaces,
which SDN (Software defined Networks) is opening up. Handling data at
medium (giga to tera) to large (petabyte) scale is becoming a critical part
of the applications that impact people’s lives. Mining such data, combining
information from separated archives, filtering and transmitting efficiently are
key steps in modern applications, and the Internet testbeds of this decade will
be used to develop and explore these tools.

Future Internet systems will integrate a broad range of systems such
as cloud services, sensor networks and content platforms into large-scale
heterogeneous systems-of-systems. There is a growing need for integration,
for example integration of multi-purpose multi-application wireless sensor
networks with large-scale data-processing, analysis, modelling and visualisa-
tion along with the integration of next generation human-computer interaction
methods. This will lead to complex large-scale networked systems that inte-
grate the four pillars: things, people, content and services. Common research
themes include scalability solutions, interoperability, new software and service
engineering methods, optimisation, energy-awareness and security, privacy
and trust solutions. To validate the research themes, federated experimented
facilities are required that are large-scale and highly heterogeneous. Testbeds
that bridge the gap between infrastructure, applications and users and allow
exploring the potential of large-scale systems which are built upon advanced
networks, with real users and in realistic environments will be of considerable
value. This will also require the development of new methodological perspec-
tives for experimentation facilities, including how to experiment and innovate
in a framework of collaboration among researchers, developers and users in
real-life environments.

As we emphasize a focus on “complex smart systems of networked
infrastructures and applications” within the experimentation, the unique and
most valuable contribution of experimental facilities should be to “bridge”
and “accelerate”: create the testing, experimenting and innovation environ-
ment which enables linking networking research to business and societal
impact. Testbeds and experiments are tools to address research and innovation
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in “complex smart systems”, in different environments such as cities,
manufacturing industry and data-intensive services sectors. In this way,
experimentation widens its primary focus from testing and experimenting,
building the facilities, tools and environments towards closing the gap from
experiment to innovation for users and markets.

1.2 Support, Continuity and Sustainability: The NITOS
Testbed Example

1.2.1 NITOS Future Internet Facility Overview

University of Thessaly operates NITOS Future Internet Facility [http://nitlab.
inf.uth.gr/NITlab/index.php/nitos.html], which is an integrated facility with
heterogeneous testbeds that focuses on supporting experimentation-based
research in the area of wired and wireless networks. NITOS is remotely
accessible and open to the research community 24/7. It has been used from
hundreds of experimenters all over the world.

The main experimental components of NITOS are:

o A wireless experimentation testbed, which consists of 100 powerful
nodes (some of them mobile), that feature multiple wireless interfaces and
allow for experimentation with heterogeneous (Wi-Fi, WiIMAX, LTE,
Bluetooth) wireless technologies.

e A Cloud infrastructure, which consists of 7 HP blade servers and 2
rack-mounted ones providing 272 CPU cores, 800 Gb of Ram and 22 TB
of storage capacity, in total. The network connectivity is established via
the usage of an HP 5400 series modular Openflow switch, which provides
10 Gb Ethernet connectivity amongst the cluster’s modules and 1 Gb
amongst the cluster and GEANT.

o A wireless sensor network testbed, consisting of a controllable testbed
deployed in UTH’s offices, a city-scale sensor network deployed in
Volos city and a city-scale mobile sensing infrastructure that relies on
bicycles of volunteer users. All sensor platforms are custom, developed
by UTH, supporting Arduino firmware and exploiting several wireless
technologies for communication (ZigBee, Wi-Fi, LTE, Bluetooth, IR).

e A Software Defined Radio (SDR) testbed that consists of Universal
Software Radio Peripheral (USRP) devices attached to the NITOS wire-
less nodes. USRPs allow the researcher to program a number of physical
layer features (e.g. modulation), thereby enabling dedicated PHY layer
or cross-layer research.
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o A Software Defined Networking (SDN) testbed that consists of multiple
OpenFlow technology enabled switches, connected to the NITOS nodes,
thus enabling experimentation with switching and routing networking
protocols. Experimentation using the OpenFlow technology can be com-
bined with the wireless networking one, hence enabling the construction
of more heterogeneous experimental scenarios (Figure 1.2).

The testbed is based on open-source software that allows the design and imple-
mentation of new algorithms, enabling new functionalities on the existing
hardware. The control and management of the testbed is done using the cOntrol
and Management Framework (OMF) open-source software. NITOS supports
evaluation of protocols and applications under real world settings and is also
designed to achieve reproducibility of experimentation.

1.2.2 NITOS Evolution and Growth

The NITOS Future Internet facility has been developed and constantly
expanded through the participation in several EU-funded FIRE projects.
During these projects, the testbed has been enhanced with diverse hardware
and software components, aiming to provide cutting-edge experimentation
services to the research community, in an open-access scheme and remotely
accessible, as well as augmented with user friendly orchestration of experi-
ments. Below, we provide a brief overview of the key projects that assisted in
the NITOS development.

OneLab2 (https://onelab.eu/) started in 2008, was the FIRE project
that laid the foundations of the NITOS experimental facility. OneLab2

Figure 1.2 The NITOS Indoor deployment.
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has developed one of the first pan-European experimental facilities, offering
experimentation services involving both wired and wireless resources. During
the project, the first tools for provisioning testbeds and conducting exper-
iments were realized. Through OneLab2, NITOS was initially developed,
operating with a small number of nodes, offering experimentation services
involving open source WiFi networks and adopting the state-of-the-art OMF
framework.

Following OneLab2, OpenLab (http://www.ict-openlab.eu) was one of
the first projects to address testbed federation for both the control and
experimental plane. By control we mean the way that the testbed resources
are represented, reserved, provisioned and accessed, whereas by experimental
we refer to conducting experiments over the testbeds. During OpenLab,
NITOS testbed was extended with a large number of nodes and first steps
towards federation were taken. In addition a WiMAX macroscale base station
was installed, along with the respective end-clients, and a commercial LTE
network was provisioned. Tools for enabling experimentation with a plethora
of different components were implementing, by extending the OMF frame-
work to support Wi-Fi, Wired, WiMAX and Software Defined Radio (SDR)
components.

In FIBRE (http://www.fibre-ict.eu/) project, the first results of federation
in Europe were extended in order to also cover Brazil. Moreover, focus was
placed on Software Defined Networking (SDN), and its integration in the
existing testbeds. Through FIBRE, NITOS was extended with OpenFlow
enabled switches, and the extensions in the respective control and management
tools for supporting them. In FIBRE, NITOS was one of the key European
facilities, and following its paradigm, NITOS-like testbeds were installed at
six different brazilian sites.

CONTENT was a project that investigated the integration and conver-
gence of wireless resources, along with SDN-enabled wired and optical
networks. During the project, NITOS was the key testbed where all the
developments took place, and was extended with advanced frameworks for
the configuration and management of the wireless resources. Aspects such as
end-to-end network slicing, including both optical and wireless resources were
examined, as well as network virtualization of the LTE and WiFi resources of
the testbed.

NITOS is also one of the core wireless testbeds participating in the
Fed4FIRE (http://www.fed4fire.eu/) project. NITOS has been developing for
the project software dealing with the control plane federation of the testbeds
(NITOS Broker), easing and unifying the federation of any NITOS-like testbed
in Fed4FIRE.
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In CREW (http://www.crew-project.eu/) NITOS testbed was extended
with USRP devices for Software Defined Radio related research, whereas
energy monitoring devices, with very high resolution were developed and
installed at the testbed. These devices are able to measure the energy spent in
the wireless transmissions in even a per packet basis, thus rendering them a
valuable tool for energy minimization experimentally driven research.

In SmartFIRE (http://eukorea-fire.eu/) federation with South Korea was
addressed. The project was coordinated by the NITOS team, and developed
all the extensions in the testbed control and management frameworks that ease
the federation of Korean testbed sites. The testbed was further expanded in
terms of equipment, increasing the SDN capabilities and experiments that can
be conducted.

Through the participation in XIFI (https:/fi-xifi.eu/), NITOS was
extended significantly with the integration of Cloud infrastructure in the
testbed. The Cloud system is interconnected with the experimental resources
of the testbed, thus enabling meaningful experiments including multiple
technologies using Cloud processing and storage capabilities. Although the
tools managing the Cloud infrastructure differed from the ones developed
through FIRE projects, the NITOS team developed the appropriate drivers for
their intercommunication.

Finally through FLEX (http://flex-project.eu) project, the testbed has
been extended with commercial and open-source LTE infrastructure. NITOS
team is coordinating the project, and is leading the development in all
the control and management software for the LTE testbed components, as
well as the uncontrolled and emulated mobility toolkits that are offered to
experimenters.

After the completion of the aforementioned projects, NITOS has evolved
into a truly heterogeneous Future Internet Facility providing a strong set of
tools and hardware for experimental research. The tools that NITOS is offering
are going beyond the existing 4G research and towards 5G, as the testbed
is highly modular and can be tailored for supporting a very diverse set of
experiments.

1.2.3 Facilitating User’s Experience

The expertise of NITOS team on supporting experimenters, gained from the
long experience on maintaining and managing the NITOS facility from 2008,
led to the design and development of various tools and frameworks aiming at
proactively assisting them and addressing possible issues before they arise.
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Examples of such tools that have been designed, developed and
extended in the context of the aforementioned EU-funded projects are
the NITOS Portal (http://nitos.inf.uth.gr), the NITOS Documentation portal
(http://nitlab.inf.uth.gr/doc/) and the NITOS Broker, which all targeted in
operating, controling, managing and federating the facility to the most possible
unobstructed way.

NITOS Portal

The NITOS Portal is the entry point for experimentation in NITOS Facility
providing a wide range of web-based tools for discovering, reserving, con-
trolling and monitoring testbed resources, including but not limited to the
Scheduler, the Node Status tool, the Testbed Status tool, the Distance tool and
the Spectrum Monitoring tool (Figure 1.3).

The Scheduler is a web-based tool that allows experimenters to discover
and reserve resources from the testbed in order to conduct their experiments.
Through this tool, experimenters are able to observe nodes’ characteristics,
filter them and finally reserve them based on their availability on time. They
are also able to observe their current or future reservations in NITOS, in order
to edit or cancel them. The Node Status tool allows a user to monitor and
control the status (turn on/off and reset) of his/her reserved nodes and the
Distance tool allows him/her to find out the physical distance between the
nodes of the testbed. Finally the Testbed Status tool reports the functional
state of each node of the three NITOS deployments together with their
characteristics.

NITOS Documentation

NITOS provides a wide variety of use cases and tutorials online, on
the Documentation portal of NITOS facility (http://nitlab.inf.uth.gr/doc).
There is a basic tutorial with simple but detailed enough documentation,
in order for every novice user to easily manage and configure NITOS
resources and setup an experiment. In addition, for each of the spe-
cific testbeds that NITOS provides, for example the WiMAX or the LTE
testbeds, there is a separate tutorial which guides users to the whole
experimentation procedure. From the reservation of the proper resources
to the configuration of them and the execution of the experiment. Finally,
video tutorials can be found in the official YouTube channel of NIT-
lab (https://www.youtube.com/channel/UCPfbZTgTk5gapcJbF85DI-w) for
facilitating users during the experimentation process.
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OMF Extensions

As mentioned before, the integration of a hardware extension in NITOS was
constantly followed by the integration of this hardware to the control and
management framework, namely the OMF [http://mytestbed.net/]. This way,
all the heterogeneous hardware components were controllable through a single
OMF script, enabling NITOS to effortlessly control every component, as well
as combine diverse resources and design advanced experiment topologies.

In addition, the trend for the federation of experimental facilities in recent
years, led to the design and implementation of the Broker entity [1] which is an
OMEF component responsible for controlling, managing and exposing properly
the testbed’s resources. It features all the necessary interfaces (XML-RPC,
REST, FRCP [2], XMPP) for the federation of an OMF testbed with other
heterogeneous facilities under the scope of SFA [3].

1.2.4 Exploitation of NITOS and Users Statistics

The NITOS facility attracts a large amount of research experimenters from all
over the world, with a significant part coming from Industry and SMEs. More
particular:

e Approximately 25% of the NITOS usage comes from Industry/SME.
e Approximately 75% of the NITOS usage comes from research institu-
tions.

The distribution of the visitors based on their country is indicated in the
following Figure 1.4:

Around 55% of the users are from EU countries, namely France, UK,
Spain, Germany, Belgium, Italy and Greece, while 20% of them come from
countries like US, Brazil, Australia, India, China, South Korea and Canada.
Currently, NITOS counts around 500 subscribed experimenters who use the
testbed in a daily basis.

Federation

The number of the NITOS users and the reservations for resources experienced
significant increase upon the addition of the testbed in several federations,
like OneLab [https://onelab.eu/] or the Fed4FIRE [http://www.fed4fire.eu/].
Currently NITOS is federated with facilities all over the world, including all
the major EU facilities and testbeds in Brazil, South Korea and USA, providing
heterogeneous resources to its users. This way, experimenters are able to form
large-scale topologies including diverse resources, spanning from wireless
nodes to OpenFlow switches, mobile robots, sensors and 4G equipment.
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Figure 1.4 NITOS distribution in EUROPE.

Education

NITOS is deployed in Volos, Greece and specifically in University of Thessaly,
thus it has very strong bonds with the University’s community. During each
semester, at least one course of the University is using NITOS. Students are
conducting experiments using real resources, which enhance their overall
knowledge on state-of-the-art wireless and wired network technologies and
enables them to study and identify practical problems and solutions. In
addition, NITOS is being frequently used in semester courses of the NYU
Polytechnic School of Engineering.

Moreover towards the familiarization of the students with the testbed,
Students Labs and “NITOS days” are often organized in the context of courses.
These courses introduce NITOS portal and NITOS testbed to the participants,
as well as other EU facilities and federations like OneLab, encouraging them to
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create accounts and use them for experimentation. Finally, there is a variety of
master thesis and PhD dissertations that take advantage of the testbed, publish
experimental results and disseminate experimentation-driven research.

1.2.5 References

[1] D. Stavropoulos, A. Dadoukis, T. Rakotoarivelo, M. Ott, T. Korakis and
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[2] W. Vandenberghe, B. Vermeulen, P. Demeester, A. Willner, S. Papavas-
siliou, A. Gavras, M. Sioutis et al. “Architecture for the heterogeneous
federation of future internet experimentation facilities.” In Future Net-
work and Mobile Summit (FutureNetworkSummit), 2013, pp. 1-11.
IEEE, 2013.

[3] Peterson, L., R. Ricci, A. Falk, and J. Chase. “Slice-based federation
architecture (SFA)” Working draft, version 2 (2010).

1.3 Experimentation: Vision and Roadmap

In Europe there are several initiatives that seek into the Future for estab-
lishing an ecosystem for Experimentation and Innovation. FIRE (Future
Internet Research and Experimentation) seeks a synergetic and value adding
relationships with infrastructures and stakeholders. GEANT/NRENS and the
FI-PPP initiatives related to Internet of Things and Smart Cities seek for the
interactions with large deployments and big number of users. EIT Digital,
the new 5G-PPP and Big Data PPP initiatives and the evolving area of
Cyber-Physical Systems aims for defining ecosystems for large deployments.
For the future, it is foreseen a layered Future Internet infrastructural and
service provision model, where a diversity of actors gather together and
ensure interoperability for their resources and services such as provision
of connectivity, access to testbed and experimentation facilities, offering of
research and experimentation services, business support services and more.
Bottom-up experimentation resources are part of this, such as crowd sourced
or citizen/community-provided resources. Each layer is transparent and offers
interoperability. Research networks (NRENs) and GEANT are providing the
backbone networks and connectivity to be used by FIRE facilities and facilities
offered by other providers.
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European testbeds ecosystem core objective is to provide and maintain
sustainable, common facilities for Future Internet research and experimen-
tation, and to provide customized experimentation and research services. In
addition, given the relevance of experimentation resources for innovation,
and given the potential value and synergies that experimentation facilities
offers to other initiatives, testbeds assume a role in supporting experimentally-
driven research and innovation of technological systems. For this to become
reality FIRE and other initiatives related to the Future Internet, such as 5G,
should ensure sharing and reusing experimentation resources. FIRE should
also consider opening up to (other) public and private networks, providing
customized facilities and services to a wide range of users and initiatives
in both public and private spheres. Specifically FIRE’s core activity and
longer term orientation requires the ability to modernize and innovate the
experimental infrastructure and service orientation for today’s and tomorrow’s
innovation demands. Really innovative contributions may come from smaller,
more aggressive and riskier projects. Large-scale EC initiatives such as the
5G PPP, Big Data PPP and regarding the Internet of Things should have an
influence on their selection and justification. Early engagement and dialogue
among concerned communities is essential to accomplish this goal.

1.3.1 Envisioning Evolution of Experimentation Facilities
into the Future

For setting out a transition path from the current FIRE facilities towards
FIRE’s role within a “Future Internet Ecosystem”, four alternatives for future
development patterns which equally represents the spectrum of forces acting
upon FIRE’s evolution have been defined:

e Competitive Testbed as a Service: set of individually competing
testbeds offering their facilities as a pay-per-use service.

¢ Industrial cooperative: become a resource where experimental infras-
tructures (testbeds) and Future Internet services are offered by co-
operating commercial and non-commercial stakeholders.

¢ Social Innovation ecosystem: A collection of heterogeneous, dynamic
and flexible resources offering a broad range of facilities e.g. service-
based infrastructures, network infrastructure, Smart City testbeds, sup-
port to user centred living labs, and other.

¢ Resource sharing collaboration: federated infrastructures provide the
next generation of testbeds, integrating different types of infrastructures
within a common architecture.
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These future scenarios aim at stretching our thinking about how experimenta-
tion must choose its operating points and desired evolution in relation to such
forces. Simplifying the argument, Experimentation evolution proceeds along
two dimensions.

One dimension ranges from a coherent, integrated portfolio of activities
on the one side to individual independent projects (the traditional situation),
selected solely for their scientific and engineering excellence, on the other. A
second dimension reflects both the scale of funded projects and the size of the
customer or end-user set that future projects will reach out to and be visible
to, ranging from single entities to community initiatives.

Some particular lines of FIRE’s future evolution can be sketched as
follows in Figure 1.5. In the short term, FIRE’s mission and unique value
is to offer an efficient and effective federated platform of facilities as a
common research and experimentation infrastructure related to the Future
Internet that delivers innovative and customized experimentation capabilities
and services not achievable in the commercial market. FIRE should expand
its facility offers to a wider spectrum of technological innovations in EC
programmes e.g. in relation to smart cyber-physical systems, smart networks
and Internet architectures, advanced cloud infrastructure and services, 5G
network infrastructure for the Future Internet, Internet of Things and platforms
for connected smart objects. In this role, FIRE delivers experimental testing
facilities and services at low cost, based upon federation, expertise and tool
sharing, and offers all necessary expertise and services for experimentation
on the Future Internet part of Horizon 2020 (Figure 1.5).

For the medium term, around 2018, FIRE’s mission and added value is to
support the Future Internet ecosystem in building, expanding and continuously
innovating the testing and experimenting facilities and tools for Future Internet
technological innovation. FIRE continuously includes novel cutting-edge
facilities into this federation to expand its service portfolio targeting a range
of customer needs in areas of technological innovation based on the Future
Internet. FIRE assumes a key role in offering facilities and services for
5G. In addition FIRE deepens its role in experimentally-driven research and
innovation for smart cyber-physical systems, cloud-based systems, and Big
Data. This way FIRE could also support technological innovation in key
sectors such as smart manufacturing and Smart Cities. FIRE will also include
“opportunistic” experimentation resources, e.g. crowd sourced or citizen- or
community-provided resources.

In this time frame, FIRE establishes cutting-edge networked media and
possibly Big Data facilities relevant to research and technology demands
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In 2020, Internet infrastructures, services
and applications form the backbone of
connected regional and urban innovation
ecosystems, boosting entrepreneurship
and new ways of value creation.

FIRE as RDI environment or
“accelerator” within Europe’s Future
Internet innovation ecosystem. It
helps accelerating innovation cycles
and tackling societal challenges.

Today, FIRE delivers innovative and
customized experimentation
capabilities and services not
achievable in the commercial

market.

Continuously include novel cutting-
edge facilities into the federation to
expand the service portfolio and
customer reach. Include opportunistic
experimentation resources (crowd
sourced, community provided)

Offer an efficient and effective
federated platform of core facilities as
acommon research and
experimentation infrastructure.

Figure 1.5 FIRE evolution longer term vision 2020.

to support industry and support the solving of societal challenges. Federa-
tion activities to support the operation of cross-facility experimentation are
continued. A follow-up activity of Fed4FIRE is needed which also facili-
tates coordinated open calls for cross-FIRE experimentation using multiple
testbeds. Additionally, a broker service is provided to attract new experi-
menters and support SMEs. This period ensures that openly accessible FIRE
federations are aligned with 5G architectures that simplify cross-domain
experimentation. Second, via the increased amount of resources dedicated to
Open Calls, FIRE will create an Accelerator functionality to support product
and service innovation of start-ups and SMEs. For this, FIRE will establish
cooperation models with regional players and other initiatives. FIRE continues
to implement professional practices and establishes a legal entity which can
engage in contracts with other players and supports pay per use usage of
testbeds.

For the longer term, by 2020, our expectation is that Internet infrastruc-
tures, services and applications form the backbone of connected regional and
urban innovation ecosystems. People, SMEs and organisations collaborate
seamlessly across borders to experiment on novel technologies, services and
business models to boost entrepreneurship and new ways of value creation.
In this context, FIRE’s mission is to become the research, development and
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innovation environment, or “accelerator”, within Europe’s Future Internet
innovation ecosystem, providing the facilities for research, early testing and
experimentation for technological innovation based on the Future Internet.
FIRE in cooperation with other initiatives drives research and innovation
cycles for advanced Internet technologies that enable business and societal
innovations and the creation of new business helping entrepreneurs to take
novel ideas closer to market.

In this timeframe it is envisaged that FIRE continues to add new resources
that match advanced experimenter demands (5G, large-scale data oriented
testbeds, large-scale Internet of Things testbeds, cyber-physical systems) and
offers services based on Experimentation-as-a-service. The services evolve
towards experiment-driven innovation. More and more FIRE focuses on the
application domain of innovative large-scale smart systems. Implementing
secure and trustworthy services becomes a key priority, also to attract industrial
users. Responsive SME-tailored open calls are implemented, to attract SMEs.
FIRE continues the accelerator activity by providing dedicated start-up accel-
erator funding. FIRE also takes new steps towards (partial) sustainability by
experimenting with new funding models. Sustainable facilities are supported
with continued minimum funding after project lifetime. FIRE community
has achieved a high level of professional operation. FIRE contributes to
establishing a network of Future Internet initiatives which works towards
sharing resources, services, tools and knowledge and which is supported by
the involved Commission Units.

Around 2020, FIRE thus may have evolved towards a core infrastructure
for Europe’s open lab for Future Internet research, development and innovation
and FIRE has evolved into a technology accelerator within Europe’s innova-
tion ecosystem for the Future Internet. Clearly this implies that FIRE should
achieve a considerable level of sustainability, possibly as (part of) the core
infrastructure of a thriving platform ecosystem which creates technological
innovations addressing business and societal challenges.

In summary, some of the key strategic objectives for FIRE proposed by
AmpliFIRE are the following:

e For 2016: to increase its relevance and impact primarily for European
wide technology research, but also to increase its global relevance.

e For 2018: to create substantial business and societal impact through
addressing technological innovations related to societal challenges. To
become a sustainable and open federation that allows experimentation
on highly integrated Future Internet technologies; supporting networking
and cloud pillars of the Net Futures community.
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e For 2020: to become a research, development and innovation space thatis
attractive to both academic researchers, SME technology developers and
industrial R&D companies, with emphasis on key European initiatives
such as 5G, Big Data, Internet of Things and Cyber-Physical Systems
domains.

1.3.2 Vision and Opportunities of OMA LwM2M/oneM2M
and Its Role in the Monitoring and Deployment
of Large Scale Unmanned Networks

OMA LwM2M improves existing functionality for device management and
brings new features for the resource management tool through the provisioning
of a standardized resources description based on OMA Objects. Homard
platform acts as a horizontal application to enable the device management
tool with the capabilities for remote firmware upgrade, remote maintenance,
standard interface for subscription to events/data, access to statistics regarding
communications/performance/status/devices health etc., and finally a stan-
dards description for the metadata of the nodes/devices (manufacturer, version,
security, firmware etc.).

OMA LwM2M is a very relevant standard based on the experience and
knowledge from the most validated and extended protocol for device man-
agement (firmware upgrade over the air, remote monitoring, remote reboot,
maintenance etc.). In details, the operations offered by the device management
platform Homard using OMA LwM?2M protocol are:

e Software Management: enabling the installation, removal of applica-
tions, and retrieval of the inventory of software components already
installed on the device and the most relevant firmware upgrade over
the air.

e Diagnostics and Monitoring: enabling remote diagnostic and stan-
dardized object for the collection of the memory status, battery status,
radio measures, QoS parameters, peripheral status and other relevant
parameters for remote monitoring.

o Connectivity and security: allowing the configuration of bearers (WiFi,
Bluetooth, cellular connectivity), proxies, list of authorized servers for
remote firmware upgrade and also all the relevant parameters for enabling
secure communication.

e Device Capabilities: allowing to the Management Authority to remotely
enable and disable device peripherals like cameras, Bluetooth, USB,
sensors (ultrasound, temperature, humidity, etc.) and other relevant
peripherals from the nodes.
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e Lock and Wipe: allowing to remotely lock and/or wipe the device, for
instance when the device is lost (relevant for devices in open ocean, air
etc.), or when the devices are stolen or sold. It enables the remote erase
of personal/enterprise data when they are compromised.

e Management Policy: allowing the deployment on the device of policies
which the client (node, device, sensor) can execute and enforce indepen-
dently under some specific conditions, i.e., if some events happen, then
perform some operations.

In addition to the functionalities, OMA LwM2M defines the semantics for the
management objects. These objects have been defined with other standards
organizations such as oneM2M and IPSO Alliance, which cooperate with
OMA to avoid fragmentation and duplication that enables the semantic integra-
tion with the Management Objects. OMA LWM2M provides service providers
with a secure, scalable, application-independent IoT control platform that
provides control and security across multiple industries.

Thereby, this extension will also enable the integration into other initiatives
such as oneM2M!, which is the major initiative being led by ETSI and all the
members from 3 GPPto enable a worldwide architecture for Internet of Things.
Ithas a special focus on Semantic Web and interoperability. Therefore, Homard
via the integration of OMA LwM2M support and oneM2M interworking will
enable the openness of the platform towards possible future expansion through
the integration with other IoT-based testbed infrastructures.

In addition, OMA LwM2M promotes the integration of a wide range of
IoT enabled with OMA LwM2M for standardized management and data mod-
elling based on Web Objects. OMA LwM2M and IPSO Alliance/OMA Web
objects provide the capabilities for remote management and cloud computing
integration. In addition, the OMA LwM2M clients are being supported in C
and Java for integrating other sensors/nodes.

It is well known that there are an important number of IoT protocols
with different adoption rate competing in the market as a consequence of
the diversity of application domains in combination with the continuously
increasing number of devices. In this direction, oneM2M is an open standard
that is based on the collection of the practices from the state of the art
in a common framework rather than the introduction of new approaches. In
this way, oneM2M is gradually covering interoperability gaps and addresses

'OMALwM2M is a key component from oneM2M [6, 7], it is the official device management
component for oneM2M and it enablers interworking of the devices with oneM2M-based
architectures.
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pending difficulties using the global experience of IoT technologies. Lead by
ETSI and the other SDOs such as ARIB, ATIS, CCSA, TIA, TTA and TTC,
the oneM2M standard is totally coherent and has integrated outcomes from
IETE, IPSO Alliance, IEEE, W3C and OMA, presenting a strong acceptability
and maturity. oneM2M provides a well-defined service layer architecture as
well as specifications for integrating existing loT-specific technologies and
standards such as CoAP, MQTT and OMA LwM2M.

1.3.3 Large Deployments with Low-power, Long-range, Low-cost

Internet of Things (IoT) devices are typically envisioned as the fundamental
building blocks in a large variety of smart digital ecosystems: smart cities,
smart agriculture, logistics&transportation...to name a few. However, the
deployment of such devices in a large scale is still held back by technical
challenges such as short communication distances. Using the traditional telco
mobile communication infrastructure is still very expensive (e.g. GSM/GPRS,
3G/4G) and not energy efficient for autonomous devices that must run on
battery for months. During the last decade, low-power but short-range radio
such as IEEE 802.15.4 radio have been considered by the WSN community
with multi-hop routing to overcome the limited transmission range. While such
short-range communications can eventually be realized on smart cities infra-
structures where high node density with powering facility can be achieved, it
can hardly be generalized for the large majority of surveillance applications
that need to be deployed in isolated or rural environments.

Future 5G standards do have the IoT orientation but these technologies
and standards are not ready yet while the demand is already high. Therefore,
and independently from the mobile telecom industry, recent modulation
techniques are developed to achieve much longer transmission distances to a
gateway without relay nodes to reduce the deployment cost and complexity.
Rapidly adopted by many Machine-to-Machine (M2M) and IoT actors the
concept of Low-Power Wide Area Networks (LPWAN), operating at much
lower bandwidth, is gaining incredible interest. In addition, from a business
perspective, the entry threshold for companies is much smaller with LPWAN
than with traditional cellular technologies.

Some LPWAN technologies such as Sigfox ™ are still operator-based.
However, other technologies such as LoRa™ proposed by Semtech radio
manufacturer can be privately deployed and used. Although direct com-
munications between devices are possible with some technologies, most of
IoT applications follow the gateway-centric approach with mainly uplink



1.3 Experimentation: Vision and Roadmap 23

traffic patterns. In the typical architecture for public large-scale LPWAN, data
captured by end-devices are sent to gateways that will push data to well-
identified network servers, see Figure 1.6. Then application servers managed
by end-users could retrieve data from the network server. If encryption is used
for confidentiality, the application server can be the place where data could be
decrypted and presented to end-users.

The advantages of long-range transmission comes at the cost of stricter
legal regulations as most of them operate in the sub-GHz, unlicensed bands (for
both increased coverage and flexibility). In Europe, electromagnetic transmis-
sions in the 863—-870 MHz band used by Semtech’s LoRa technology falls into
the Short Range Devices (SRD) category. The ETSI EN300-220-1 document
[1]\cite{etsi-EN300-220-1} specifies for Europe various requirements for
SRD devices, especially those on radio activity. Basically, a transmitter is
constrained to 1% duty-cycle (i.e. 36 s/hour) in the general case. This duty
cycle limit applies to the total transmission time (referred to as time-on-air
or air-time), even if the transmitter can change to another channel. In most
cases, however, the 36 s duty-cycle is largely enough to satisfy communication
needs of deployed applications. Note that this duty-cycle limitation approach
is also adopted in China in the 779-787 MHz Band. US regulations in the
902-928 MHz Band do not directly specify duty-cycle but rather a maximum
transmission time per packet with frequency hopping requirements.

1.3.3.1 LoRa technology

Although SigFox technology can have longer range than LoRa (40 kms
have been reported for Sigfox while LoRa is typically in the range of 10 to
20 kms) when taking deployment flexibility into account, LoRa technology,
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which can be privately deployed in a given area without any operator, has a
clear advantage over Sigfox which coverage is entirely operator-managed.

Semtech’s LoRa (LOng-RAnge) technology [2, 3]\cite{semtech-lora,
Goursaud15} belongs to the spread spectrum approaches where data can be
“spreaded” in both frequencies and time to increase robustness and range
by increasing the receiver’s sensitivity, which can be as low as =137 dBm
in 868 MHz band or —148 dBm in the 433 MHz band. Throughput and
range depend on the 3 main LoRa parameters: BW, CR and SF. BW is
the physical bandwidth for RF modulation (e.g. 125 kHz). Larger signal
bandwidth (currently up to 500 kHz) allows for higher effective data rate,
thus reducing transmission time at the expense of reduced sensitivity. CR, the
coding rate for forward error detection and correction. Such coding incurs a
transmission overhead and the lower the coding rate, the higher the coding
rate overhead ratio, e.g. with coding_rate = 4/(4+CR), the overhead ratio is
1.25 for CR =1 which is the minimum value. Finally SF, the spreading factor,
which can be set from 6 to 12. The lower the SF, the higher the data rate
transmission but the lower the immunity to interference thus the smaller is the
range. Figure 1.7 shows for various combinations of BW, CR and SF the time-
on-air (ToA) of a LoRa transmission depending on the number of transmitted
bytes. The maximum throughput is shown in the last column with a 255B
payload. Modes 4 to 6 provide quite interesting trade-offs for longer range,
higher data rate and immunity to interferences. Mode 1 provides the longest
range.

1.3.3.2 LoRaWAN

Promoting the LoRa radio technology, the LoRa Alliance proposes a
LoRaWAN [4]\cite{lorawan} specification for deploying large-scale, multi-
gateways networks (star on star topology) and full network/application

time on air in second for payload size of

LoRa 105 155 205 255 max thr. for

mode BW CR SF | 5bytes |55 bytes | bytes Bytes Bytes Bytes 2558 in bps
1 125 4/5 | 12 | 0.95846 | 2.59686 | 4.23526 | 5.87366 | 7.51206 | 9.15046 223
2 250 4/5 | 12 [0.47923 [ 1.21651 | 1.87187 | 2.52723 | 3.26451 | 3.91987 520
3 125 4/5 10 | 0.28058 | 0.69018 | 1.09978 | 1.50938 | 1.91898 | 2.32858 876
4 500 4/5 [ 12 [0.23962 [ 0.60826 | 0.93594 | 1.26362 | 1.63226 | 1.95994 1041
5 250 4/5 | 10 |[0.14029 [ 0.34509 | 0.54989 | 0.75469 | 0.95949 | 1.16429 1752
6 500 4/5 | 11 [0.11981 [ 0.30413 | 0.50893 | 0.69325 | 0.87757 | 1.06189 1921
7 250 4/5 9 0.07014 | 0.18278 | 0.29542 | 0.40806 | 0.5207 | 0.63334 3221
8 500 4/5 9 ]0.03507 | 0.09139 | 0.14771 | 0.20403 | 0.26035 | 0.31667 6442
9 500 4/5 8 |0.01754 | 0.05082 | 0.08154 | 0.11482 | 0.14554 | 0.17882 11408
10 500 4/5 7 |0.00877 | 0.02797 | 0.04589 | 0.06381 | 0.08301 | 0.10093 20212

Figure 1.7
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servers architecture as previously depicted in Figure 1.7. This specification
defines the set of common channels for communications (10 in Europe),
the packet format and Medium Access Control (MAC) commands that must
be provided. In addition, LORaWAN also defines so-called class A, B and
C devices. Class A are bi-directional devices with each device’s uplink
transmission is followed by two short downlink receive windows for possible
packets from the gateway. All LoORaWAN devices must at least implement
Class A features. Class B and Class C devices are bi-directional devices with
scheduled receive slots and bi-directional devices with maximal receive slots
(nearly continuous listening) respectively. Class C devices consume a lot of
power and few battery-operated applications can implement such behavior.
Most of telemetry applications however use so-called Class A devices.

To optimize radio channel usage, Adaptive Data Rate (ADR) allows end-
devices to use different spreading factor values depending on their distance to
the gateway. By using a smaller spreading factor, the ToA is reduced therefore a
larger amount of data can be sent within the 36 s of allowed transmission time.

When developed countries discuss about massive deployment of IoT using
new LPWAN technologies, developing’s countries are still far from being
ready to enjoy the smallest benefit of it: lack of infrastructure, high cost
of hardware, complexity in deployment, lack of technological eco-system
and background, etc [5]\cite{IoT-newletter-zennaro}. For instance, in Sub-
Saharan Africa about 64% of the population is living outside cities. The region
will be predominantly rural for at least another generation. The majority of
rural residents manage on less than few euros per day. Rural development is
particularly imperative where half of the rural people are depend on the agri-
culture/micro and small farm business. For rural development, technologies
have to support several key application sectors like water quality, agriculture,
livestock farming, fish farming, etc.

Therefore, while the longer range provided by LPWAN is definitely
an important dimension to decrease the cost of IoT, there are many other
issues that must be addressed when considering deployment in developing
countries: (a) Simplified deployment scenarios, (b) Cost of hardware and
services and (c) Limit dependancy to proprietary infrastructures and provide
local interaction models.

1.3.3.3 Simplified deployment scenarios

This typical LPWAN architecture depicted in Figure 1.6 can be greatly
simplified for small, ad-hoc deployment scenarios such that those for agri-
culture/micro and small farm businesses, possibly in very remote areas.
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Some LoRa and LoRaWAN community-based initiatives such as the one
promoted TheThingNetwork ™™ [6]\cite{ TTN} may provide interesting solu-
tions and feedbacks for dense environments such as cities but under simplified
scenerios depicted in Figure 1.8 an even more adhoc and autonomous solution
need to be proposed. In Figure 1.8, the gateway can directly push data to some
end-user managed servers or public IoT-specific cloud platforms if properly
configured.

Case A depicts a cellular-based and a WiFi Internet long-range gateway
scenario. The Internet connection can be either privately owned or can rely on
some community-based Internet access. Case B shows a no-Internet scenario
where it is required that the gateway works in fully autonomous mode,
capable of local interactions using standardized, consumer-market short-range
technologies such as WiFi or Bluetooth.

Cost of Hardware and Services

The maturation of the IoT market is happening in many developed countries.
While the cost of IoT devices can appear reasonable within developed
countries standards, they are definitely still too expensive for very low-
income sub-saharan ones. The cost argument, along with the statement that too
integrated components are difficult to repair and/or replace definitely push for
a Do-It-Yourself (DIY) and “off-the-shelves” design orientation. In addition,

Internet
access

Figure 1.8
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to be sustainable and able to reach previously mentioned rural environments,
IoT initiatives in developing countries have to rely on an innovative and
local business models. We envision mostly medium-size companies building
their own “integrated” version of IoT for micro-small scale services. In this
context, it is important to have dedicated efforts to design a viable exploitation
model which may lead to the creation of small-scale innovative service
companies.

The availability of low-cost, open-source hardware platforms such as
Arduino-like boards is clearly an opportunity for building low-cost IoT
devices from consumer market components. For instance, boards like Arduino
Pro Mini based on an ATmega328 microcontroller offers an excellent
price/performance/energy tradeoff and can provide a low-cost platform for
generic sensing IoT with LoRa long-range transmission capability for a total
of less than 15 euro. In addition to the cost argument such mass-market board
greatly benefits from the support of a world-wide and active community of
developers.

With the gateway-centric mode of LPWAN, commercial gateways are usu-
ally able to listen on several channels (e.g. LoORaWAN) and radio parameters
simultaneously. For instance the LoORaWAN ADR mechanism may appear at
first sight an interesting approach but it puts high complexity contraints on
the gateway hardware as advanced concentrator radio chips, that alone cost
more than a hundred euro, must be used. Besides, when a large number of
IoT devices needs the longest range, the ADR mechanism provides only very
small benefit.

Here, the approach can be different in the context of agriculture/micro
and small farm business: simpler “single-connection” gateways can be built
based on a simpler radio module, much like an end-device would be. Then,
by using an embedded Linux platforms such as the Raspberry PI with high
price/quality/reliability tradeoff, the cost of such gateway can be less than
45 euro.

Therefore, rather than providing large-scale deployment support, IoT
platforms in developing countries need to focus on easy integration of low-cost
“off-the-shelves” components with simple, open programming libraries and
templates for easy appropriation and customization by third-parties. By taking
an adhoc approach, complex and smarter mechanisms, such as advanced radio
channel access to overcome the limitations of a low-cost gateway, can even
be integrated as long as they remain transparent to the final developers.
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Limit Dependancy to Proprietary Infrastructures
and Provide Local Interaction Models

Data received on the gateway are usually pushed/uploaded to some Internet/
cloud servers. It is important in the context of developing countries to be
able to use a wide range of infrastructures and, if possible, at the lowest
cost. Fortunately, along with the global IoT uptake, there is also a tremendous
availability of sophisticated and public IoT clouds platforms and tools, offering
an unprecedented level of diversity which contributes to limit dependency to
proprietary infrastructures. Many of these platforms offer free accounts with
limited features but that can already satisfy the needs of most agriculture/micro
and small farm/village business models. It is therefore desirable to highly
decouple the low-level gateway functionalities from the high-level data post-
processing features, privileging high-level languages for the latter stage (e.g.
Python) so that customizing data management tasks can be done in a few
minutes, using standard tools, simple REST APl interfaces and available public
clouds.

In addition, with the lack or intermittent access to the Internet data should
also be locally stored on the gateway which can directly be used as an end
computer by just attaching a keyboard and a display. This solution perfectly
suits low-income countries where many parts can be found in second markets.
The gateway should also be able to interact with the end-user’ smartphone to
display captured data and notify users of important events without the need of
Internet access as this situation can clearly happen in very remote areas, see
case B in Figure 1.8.

Single-Connection Low-cost LoRa Gateway

Our LoRa gateway [7]\cite{pham-lcgw} could be qualified as “single con-
nection” as it is built around an SX1272/76, much like an end-device would
be. The low-cost gateway is based on a Raspberry PI (1B/1B+/2B/3B) which
is both a low-cost (less than 30 euro) and a reliable embedded Linux platform.
There are many SX1272/76 radio modules available and we currently tested
with 6: the Libelium SX1272 LoRa, the HopeRF RFM92W & 95W, the
Modtronix inAir9 & inAir9B, and the NiceRF SX1276. Most SPI LoRa
modules are actually supported without modifications as reported by many
users. In all cases, only a minimum soldering work is necessary to connect
the required SPI pins of the radio to the corresponding pins on the Raspberry
pin header as depicted in Figure 1.9. The total cost of the gateway can be less
than 45 euro.
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Figure 1.9

Together with the “off-the-shelves” component approach, the software
stack is completely open-source: (a) the Raspberry runs a regular Raspian
distribution, (b) our long range communication library is based on the SX1272
library written initially by Libelium and (c) the lora_gateway program is kept as
simple as possible. We improved the original SX1272 library in various ways
to provide enhanced radio channel access (CSMA-like with SIFS/DIFS) and
support for both SX1272 and SX1276 chips.

We tested the gateway in various conditions for several months with
a DHT22 sensor to monitor the temperature and humidity level inside the
case. Our tests show that the low-cost gateway can be deployed in out-
door conditions with the appropriate casing. Although the gateway should
be powered, its consumption is about 350mA for an RPIv3B with both WiFi
and Bluetooth activated.

Post-Processing and Link with loT Cloud Platforms

After compiling the lora_gateway program, the most simple way to start the
gateway is in standalone mode as shown is Figure 1.10a. All packets received
by the gateway is sent to the standard Unix-stdout stream.

Advanced data post-processing tasks are performed after the gateway
stage by using Unix redirection of gateway’s outputs as shown by the orange
“post-processing” block in Figure 1.10b. We promote the usage of high-level
language such as Python to implement all the data post-processing tasks
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such as access to IoT cloud platforms and even advanced features such as
AES encryption/decryption. Our gateway is distributed with a Python template
that explains and shows how to upload data on various publicly available IoT
cloud platforms. Examples include Dropbox ™, Firebase ™, ThingSpeak ™,
freeboard™, SensorCloud™, GrooveStream™ and FiWare™, as illus-
trated in Figure 1.10c.

This architecture clearly decouples the low-level gateway functionalities
from the high-level post-processing features. By using high-level languages
for post-processing, running and customizing data management tasks can be
done in a few minutes. One of the main objectives of IoT in Africa being
technology transfer to local developer communities, we believe the whole
architecture and software stack are both robust and simple for either “out-of-
the-box” utilization or quick appropriation & customization by third parties.
For instance, a small farm can deploy in minutes the sensors and the gateway
using a free account with ThingSpeak platform to visualize captured data in
real-time.

Gateway Running Without Internet Access

Received data can be locally stored on the gateway and can be accessed
and viewed by using the gateway as an end computer by just attaching a
keyboard and a display. The gateway can also interact with the end-users’
smartphone through WiFi or Bluetooth as depicted previously in Figure 1.8b.
WiFi or Bluetooth dongles for Raspberry can be found at really low-cost
and the smartphone can be used to display captured data and notify users of
important events without the need of Internet access as this situation can clearly
happen in very remote areas. Figure 1.11 shows our low-cost gateway running
aMongoDB™ noSQL database and a web server with PHP/jQuery to display
received data in graphs. An Android application using Bluetooth connectivity
has also been developed to demonstrate these local interaction models.

Low-cost LoRa End-devices

Arduino boards are well-known in the microcontroller user community for
their low-cost and simple-to-program features. These are clearly important
issues to take into account in the context of developing countries, with the
additional fact that due to their success, they can be acquired and purchased
quite easily world-wide. There are various board types that can be used depen
ding on the application and the deployment constraints. Our communication
library supports most of Arduino boards as illustrated in Figure 1.12.
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The Arduino Pro Mini, which comes in a small form factor and is available
in a 3.3 v and 8 MHz version for lower power consumption, appears to be the
development board of choice for providing a generic platform for sensing and
long-range transmission.

Arduino Pro Mini clones can be purchased for less than 2 euro a piece
from Chinese manufacturers with very acceptable quality and reliability level.
Similar to the low-cost gateway, all programming libraries are open-source
and we provide templates for quick and easy new behaviour customization
and physical sensor integration for most of the Arduino board types.

For very low-power applications, deep-sleep mode are available in the
example template to run an Arduino Pro Mini with 4 AA regular batteries.
For instance, with a duty-cycle of 1 sample every hour, the board can run
for almost a year, consuming about 146 uA in deep sleep mode and 93 mA
when active and sending, which represents about 2 s of activity time. Our tests
conducted continuously during the last 6 months show that the low-cost Pro
Mini clones are very reliable.

Adding Advanced Radio Activity Mechanisms

The proposed framework leaves room for more research-oriented tasks as it
actually provides a flexible framework for adding and testing new advanced
features that are lacking in current LPWAN. For instance, while the LoORaWAN
specifications may ease the deployment of LoRa networks by proposing some
mitigation mechanisms to allow for several LoRa networks to coexist, it still
remains a simple ALOHA system with additional tight radio activity time
constraints without quality of service concerns. We briefly describe below 2
issues of long-range networks that are we currently study: improved channel
access and activity time sharing for quality of service.

Improved channel access
A CSMA-like mechanism with SIFS/DIFS has been implemented using the
Channel Activity Detection (CAD) function of the LoRa chip and can further
be customized. A DIFS is defined as 3 SIFS. Prior to packet transmission a
DIFS period free of activity should be observed. If “extended IFS” is activated
then an additional number of CAD followed by a DIFS is required. If RSSI
checking is activated then the RSSI should be below —90 dB for the packet to
be transmitted. These features are summarized in Figure 1.13.

By running a background periodic source of LoRa packets, we observed
that the improved channel access succeeds in reducing packet collisions.
The current framework is used to study the impact of channel access methods
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Figure 1.13

in a medium-size LoRa deployment when varying timer values due to the
longer time-on-air.

Activity time sharing

We also propose and implement an exploratory activity time sharing mecha-
nism for a pool of devices managed by a single organization [8]. We propose
to overcome the tight 36 s/hour radio activity of a device by considering all
the sensor’s individual activity time in a shared/global manner. The approach
we propose will allow a device that “exceptionally” needs to go beyond the
activity time limitation to borrow some from other devices. A global view of
the global activity time, G, allowed per 1 hour cycle will be maintained
at the gateway so that each device knows the potential activity time that it
can use in a 1-hour cycle. Figure 1.14 shows how the deployed long-range
devices Di sharing their activity time initially register (REG packet) with the
gateway by indicating their local Remaining Activity Time liR AT 1-€. 36 8.
The gateway stores all I 5 in a table, computes Gat and broadcasts (INIT
packet) both n (the number of devices) and Gar. This feature is currently
tested for providing better surveillance service guarantees.

Use Case: Fish Farming — Fish Pond Monitoring

With our WAZIUP partner Farmerline (http://farmerline.co/) we deployed a
small number of our low-cost [oT sensor boards in a fish farm which operates
several ponds of different sizes (http://www.kumahfarms.com/). This farm
engages in pond culture and do both tilapia and catfish (Figure 1.15).
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Figure 1.15

Their main needs is to get water quality indicators such as temperature
and dissolved oxygen. 3 sensors are connected to the generic sensor board:
a DHT22 ambient air temperature and humidity sensor, a PT1000 sensor
for water temperature and an AtlasScientific DO sensor for water dissolved
oxygen level. Using the generic activity duty-cycle module, the board will
periodically read values on the 3 connected physical sensors every 3 minutes
for our test scenario. The concatenated message string format is as follows:
“TC/27.35/HU/67.5/WT/23.47/D0O/10.42” where TC and HU are for the air
temperature and humidity level from the DHT22, WT for water temperature
from the PT1000 and DO for dissolved oxygen level from the AtlasScientific
DO sensor. However, at the time of writing, we didn’t receive the DO sensor
yet so the DO values are emulated.

The gateway is installed on one of the farm’s building and can have Internet
access. The post-processing stage simply takes the message string to separate
it into a list of fields: [‘'TC’, 27.35°, ‘HU’, ‘67.5’, ‘WT’, 23.47°, ‘DO’,
‘10.42’]. The gateway then pushes data to the GroveStream cloud (with free
account) which provides a very flexible framework where it is possible to
create several data streams (e.g. TC/HU/WT/DO) per component (the sensor
node) in a dynamic manner. Figure 1.16 shows for the 3 deployed sensors
their data streams with a focus on the DO stream from sensor 9.

Figure 1.16 also shows the no-Internet connectivity scenario as illustrated
previously in Figure 1.6 : the gateway also stores data from the various sensors
in its local MongoDB database and acts as a WiFi access point and web server
to display the sensed value (here, screenshot from an Android smartphone).

With the generic sensor board, with ready-to-use duty-cycle and low-
power building blocks, deploying and setting the whole system was easy and
quick. Regarding the physical sensor reading, each environmental parameter
is wrapped in a Sensor class object that can implement pin reading and
specific data conversion tasks to provide a usable value through a virtual
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get_value() method. For instance, the DHT22 sensor that provides 2 envi-
ronmental parameters is represented by 2 different Sensor class objects. The
sensor board will simply loop and call all get_value() methods of all connected
sensors. At the gateway, the post-processing template written in Python can
handle an arbitrary number of data streams therefore the whole post-processing
stage was left unchanged for uploading data from the 3 physical sensors to
our GroveStream cloud account.

1.4 Conclusions

FIRE has evolved into a diverse portfolio of experimental facilities, increas-
ingly federated and supported by tools, and responding to the needs and
demands of a large scientific experimenter community. Issues that require
attention include the sustainability of facilities after projects’ termination, the
engagement of industry and SMEs, and the continued development of FIRE’s
ecosystem to remain relevant to changing research demands. A more strategic
issue is to develop a full service approach addressing the gaps between
ecosystem layers and addressing integration issues that are only now coming
up in other Future Internet-funded projects. A related challenge is to expand
the nature of FIRE’s ecosystem from an offering of experimental facilities
towards the creation of an ecosystem platform capable to attract market
parties from different sides that benefit from mutual and complementary
interests. Additionally, FIRE should anticipate the shifting focus of Future
Internet innovation areas towards connecting users, sensor networks and
heterogeneous systems, where data, heterogeneity and scale will determine
future research and innovation in areas such as Big Data, and 5G and Internet
of Things. Such demands lead to the need for FIRE to focus on testbeds,
experimentation and innovation support in the area of “smart systems of
networked infrastructures and applications”.

To address the viewpoints identified by the FIRE community, the FIRE
initiative should support actions that keep pace with the changing state-
of-the-art in terms of technologies and services, able to deal with current
and evolving experimenter demands. Such actions must be based upon a
co-creation strategy, interacting directly with the experimenters, collecting
their requirements and uncovering potential for extensions. FIRE must also
collaborate globally with other experimental testbed initiatives to align with
trends and share expertise and new facilities. Where major new technologies
emerge, these should be funded as early as possible as new experimental
facilities in the FIRE ecosystem.
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This analysis leads to some recommendations regarding the future
direction of FIRE, concisely summarized below.

e FIRE’s strategic vision for 2020 is to be the Research, Development and
Innovation environment for the Future Internet, creating business and
societal impact and addressing societal challenges. Adding to FIRE’s
traditional core in networking technologies is shift of focus in moving
upwards to experimenting and innovating on connected smart systems
which are enabled by advanced networking technologies.

e FIRE must forcefully position the concept of experimental testbeds
driving innovation at the core of the experimental large-scale trials
of other Future Internet initiatives and of selected thematic domains
of Horizon 2020. Relevant initiatives suitable for co-developing and
exploiting testbed resources include the 5G-PPP, Internet of Things
large-scale pilots, and e-Infrastructures.

o FIRE should help establish a network of open, shared experimental facil-
ities and platforms in co-operation with other Future Internet initiatives.
Experimental facilities should become easily accessible for any party
or initiative developing innovative technologies, products and services
building on Future Internet technologies. For this to happen, actions
include the continuing federation of facilities to facilitate the sharing
of tools and methods, and providing single access points and support
cross-domain experimentation. Facilities also should employ recognized
global standards. At the level of facilities, Open Access structures should
be implemented as a fundamental requirement for any FIRE facility. To
extend open facilities beyond FIRE, for example with SG-PPP or Géant
and NRENSs, co-operation opportunities can be grounded in clear value
propositions for example based on sharing technologies and experiment
resources.

e FIRE should establish “technology accelerator” functionality, by itself
or in co-operation with other Future Internet initiatives, to boost SME
research and product innovation and facilitate start-up creation. The
long-term goal of FIRE is to realize a sustainable, connected network
of Internet experimentation facilities providing easy access for experi-
menters and innovators across Europe and globally, offering advanced
experimentation and proof-of-concept testing. The number of SMEs and
start-ups leveraging FIRE can be increased by offering professional
highly supported facilities and services such as Experimentation-as-a
Service, shortening learning time and decreasing time to market fort
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experimentation. A brokering initiative should provide broker services
across the FIRE portfolio or via exploitation partnerships. Additionally,
community APIs should be offered to make FIRE resources more widely
available.

e FIRE’s core expertise and know-how mustevolve: from offering facilities
for testing networking technologies towards offering and co-developing
the methodologies, tools and processes for research, experimentation
and proof-of-concept testing of complex systems. FIRE should establish
a lively knowledge community to create innovative methodologies and
learn from practice.

e FIRE should ensure longer term sustainability building upon diversi-
fication, federation and professionalization. FIRE should support the
transition from research and experimentation to innovation and adop-
tion, and evolve from single area research and experiment facilities
towards cross-technology, cross-area facilities which can support the
combined effects and benefits of novel infrastructure technologies used
together with emerging new service platforms enabling new classes of
applications.

e FIRE should develop and implement a service provisioning approach
aimed at customized fulfilment of a diverse range of user needs. Moving
from offering tools and technologies, FIRE should offer a portfolio of
customized services to address industry needs. FIRE should establish
clear channels enabling interaction among providers, users and service
exploitation by collaboration partners.

FIRE should become part of a broader Future Internet value network, by pur-
suing co-operation strategies at multiple levels. Cooperation covers different
levels: federation and sharing of testbed facilities, access to and interconnec-
tion of resources, joint provision of service offerings, and partnering with
actors in specific sectoral domains. In this FIRE should target both strong and
loose ties opportunistic collaboration. Based on specific cases in joint projects,
cooperation with 5G and Internet of Things domains could be strengthened.
Finally, FIRE should evolve towards an open access platform ecosystem.
Platform ecosystem building is now seen critical to many networked industries
as parties are brought together who establish mutually beneficial relations.
Platforms bring together and enable direct interactions within a value network
of customers, technology suppliers, developers, facility providers and others.
Developer communities may use the FIRE facilities to directly work with
business customers and facility providers. Orchestration of the FIRE platform
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ecosystem is an essential condition. Steps towards forming a platform ecosys-
tem include the encouragement of federation, the setting up open access and
open call structures, and the stimulation of developer activities.

The concept of Low-Power Wide Area Networks (LPWAN), operating
at much lower bandwidth, is gaining incredible interest in the IoT domain.
In this contribution we presented several important issues when considering
deploying low-power, long-range IoT solutions for low-income developing
countries: (a) Simplified deployment scenarios, (b) Cost of hardware and
services and (c) Limit dependancy to proprietary infrastructures and provide
local interaction models. We described our low-cost and open IoT platforms for
rural developing countries applications that addressed these issues. Targeted
for small to medium size deployment scenarios the platform also privileges
quick appropriation and customization by third parties.
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2.1 Experimentation Facilities in H2020: Strategic
Research and Innovation Agenda Contributions

The Internet as we know it today is a critical infrastructure composed by
communication services and end-user applications transforming all aspects
of our lives. Recent advances in technology and the inexorable shift towards
everything connected are creating a data-driven society where productivity,
knowledge, and experience are dependent on increasingly open, dynamic,
interdependent and complex networked systems. The challenge for the Next
Generation Internet (NGI) is to design and build enabling technologies,
implement and deploy systems, to create opportunities considering increasing
uncertainties and emergent systemic behaviours where humans and machines
seamlessly cooperate.

Many initiatives investigated approaches for measuring, exploring and
systematically re-designing the Internet, to be more open, efficient, scalable,
reliable and trustworthy [FIWARE/FIPPP, CAPS, EINS, FIRE, GENI, US
IGNITE, AKARI]. Yet, although no universal methodologies have emerged
due to the continuously evolving interplay among technology, society and the
economy such initiatives produce a richer awareness of the socio-economic
and technological challenges and provide the foundation for new innovative
ICT solutions.

The Internet has evolved to the point that today is a vast collection of
technologies and systems and has no overall defined design path for its inherent
expansion and neither shall the Next Generation Internet. The actual experi-
ence is telling us that the Internet evolves through widely adopted experi-
mentation that engages active users and communities rather than through
purely technological advances invented in closed laboratories. Individuals
and companies use larger experiments as a way to build the knowledge and
necessary insights to verify and validate theories and ideas, and as the basis
for creating viable, acceptable and innovative solutions driving benefits to
Internet ecosystems and their stakeholders. For example “by the end of 2018,
90% of IT projects will be rooted in the principles of experimentation, speed,
and quality” [Forrester2015].

The actual evidence, based on practical industrial experiences is unam-
biguous:

e Facebook is a huge and wide ranging social experiment investigating
broad topics such as the economics of privacy, appetite for disclosure
of personal data, and role of intermediaries in content filtering including
emotional effect [14].
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e Google’s Experiments Challenge and Showcases uses Android as an
open platform to engage large participation from OSS communities in
the creation of inspirational, distinctive and unique open source mobile
applications [5].

e Ericsson uses experimentation to explore opportunities in enterprise
ecosystem related to localised applications, global applications along
with added value services supporting security, device management and
mobile productivity [Ericsson15].

e Smart Cities and underlying programmable network infrastructures uses
social experiments with citizens in applications as diverse as transport,
energy and environmental management [18].

o Netflix uses an experimentation platform to ensure optimal streaming
experience with high-quality video and minimal playback interruption
to its customers by testing adaptive streaming and content delivery net-
work algorithms across so called experimental groups involving Netflix
engineers and Netflix members [NETFLIX2016].

e Experimentation plays a vital role in business growth at eBay by
providing valuable insights and prediction on how users will react to
changes made to the eBay website and applications. A/B testing is
performed by running more than 5000 experiments per year on the eBay
Experimentation Platform [eBay2015].

e Apple used experimentation extensively to explore smart watch ideas
initially starting from primitives as simple as an iPhone with a Velcro
strap [WIRED14].

e Many industries targeting large online communities (e.g. gaming) use
open beta programmes to investigate features and experiences with
end user and developer ecosystems, to gain initial market attraction,
for example only, the recent Overwatch programme secured 10 million
players [17].

These strategies demonstrate that many successful Internet technologies are
now developed through experimentation ecosystems allowing creative and
entrepreneurial individuals and companies to explore disruptive ideas, freely
with large “live” user-driven communities.

Innovation also plays a dynamic role in the process of large experimen-
tation adoption. Experiments are conducted with ecosystems using platforms
and infrastructures (e.g. mobile platform, social network, smart spaces and
physical wireless spaces) designed to foster innovation by considering value
creation through openness, variation and adaptability. These strategies show
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an increasing need to structure and engage society and communities of users
in the co-creation of solutions (one of the multiples forms for innovation) by
bridging the gap between vision, experimentation and large-scale validation
sufficiently to attain end-user (citizens or industry) investment, either in terms
of time or money.

Addressing directly the demand for innovation, Europe must establish
large-scale experimental ecosystems aligned with NGI architectures that are
sustained beyond individual EU project investments, with full involvement of
end-users (i.e. citizens and SMEs), since they provide applicability validation
of outcomes. Ecosystems help in anticipating possible migration paths for
technological developments, create opportunities for potentially disruptive
innovations and discovery of new and emerging behaviours; as well as in
assessing the socio/economic implications of new technological solutions at an
early stage. In addition, experimentation is an effective way to build evidence
for the robustness, reusability and effectiveness of emerging specifications
and standards. Note that it is important to recognise that there is no such
thing as a “failed experiment”. Even if the findings point to a null hypothesis,
learning what doesn’t work is a necessary step to learning what does correctly.
Discovering that a technology fails to perform, is not commercially viable or
is not accepted by end users is a clear route to future research and innovation
challenges for the NGI.

2.1.1 European Ecosystem Experimentation Impacts

Ecosystem experimentation and trials using open platforms are a major
contributor to the success of European research and innovation programmes
investigating the future of the Internet. Initiatives such as Future Internet
Research and Experimentation (FIRE), the Community Awareness Platforms
for Sustainability and Social Innovation (CAPS/CAPSSI), the Future Internet-
Public Private Partnership (FI-PPP), the 5G-Public Private Partnership (5G-
PPP), European Institute of Innovation & Technology (EIT) Digital, and
the European Network of Living Labs (ENoLL) have all been delivering
platforms and ecosystems that have advanced Internet-based technologies
towards markets and society. Each flagship initiative has been designed
to fulfil specific complementary socio-economic and technical objectives.
For example, CAPS enables societal innovation through open platforms
supporting new forms of social interaction, FI-PPP enables innovation through
accelerator ecosystems building on the open platform FIWARE, whilst FIRE
enables innovation through highly configurable technology infrastructures and
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services. In particular, selected FIRE examples show that significant long
lasting European impacts can be delivered:

o SME competitiveness: experimentation has enhanced 100’s of compa-
nies’ product and service offerings have benefited by validating perfor-
mance, acceptance and viability using experimental platforms. Examples
include: Televic Rail launching their SilverWolf passenger information
product on more than 22,000 railcars following complex end-to-end
networking performance tests; Evolaris GmbH launching Europe’s
Ist Smart Ski Goggles service in the Ski Amadé, Austria, Europe’s
2nd largest ski area based on user-centric networked media experi-
ments; Incelligent proactive network management products building
on cognitive radio experiments, involving realistic conditions and actual
testbeds leading to the company being selected as one of the 12 startups
awarded to work with Intel, Cisco and Deutsche Telekom, through the
next phase of their joint ChallengeUp! Program.

e Pioneering concepts: experimentation has demonstrated ground-
breaking results that the world has never seen before. Examples include:
Open platforms to transforming the education of the next generation
of Internet scientists and engineers through remote experimentation on
top of FIRE facilities and open online courses supporting over 1,000s of
students and more than 16 courses across several countries (e.g. Belgium,
Greece, Ireland, Spain, Brazil and Mexico) by allowing the creation,
sharing and re-use of learning resources based on real experiments and
data, accessible anytime/anywhere learning [6]; The World’s 1st mixed
reality ski competition broadcast across European television (BBC,
OREF, etc.) radio and online to a global audience of over 700 million
[2]; the first generation of networked Internet of Things technologies
for pervasively monitoring the underwater environments; validation of
HBBTYV technology in European broadcast events [10].

o Interoperability and standardisation: experimentation has established
evidence and contributed to the development of new international
standards, many of those adopted by the market. Examples include:
Licensed Shared Access (LSA) technology to maximize mobile net-
work capacity in LTE (4G) communications presented to the ETSI TC
Reconfigurable Radio Systems WG1; Transceiver API for a hardware-
independent software interface to a Radio Front-Ends developed by
Thales Communications and Security SAS standardised in Wireless Inno-
vation Forum (WInnF); Contributions to standardisation fora (Wireless
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Innovation Forum, ITU-R, ETSI, IEEE 802, IEEE P1900.6, DySPAN);
Simplifying spectrum sensing measurements through a common data
collection/storage format, based on the IEEE 1900.6 standard, enabling
sharing of experiment descriptions, traces and data processing script
for heterogeneous sensing hardware; Establishment of the W3C Fede-
rated Infrastructures Community Group to start the standardization of
according semantic information models and facilitate collaboration with
other groups such as the IEEE P2302 Working Group — Standard for
Intercloud Interoperability and Federation (SIIF) — or the OneM2M
Group on Management, Abstraction and Semantics (MAS).

o International collaboration: experimentation has raised the global pro-
file and reputation of European research and innovation initiatives.
Examples include: Establishment of the Open-Multinet Forum to facili-
tate the international collaboration between FIRE and GENI and other
members for harmonizing interfaces and information models; Global
reconfigurable and software defined networks between Europe, Korea,
Brazil, South Africa, Japan and US.

o Internet regulation and governance: experimentation has delivered
results driving the evolution of policies regulating networks and ser-
vices; Examples include: interaction with national regulators (BIPT-
Belgium, National Broadband Plan NBP — Ireland, BNetzA — Germany,
ANFR - France, ARCEP - France, AKOS - Slovenia, Ofcom — UK);
PlanetLab Europe supports the Data Transparency Lab (http://www.
datatransparencylab.org/), an initiative of Telefénica I+D, together with
Mozilla and MIT, to understand data policies around the world; Internet
measurement testbeds are observing the efforts of network regulators
around Europe as they implement the European Network Neutrality
mandate.

e Productivity: experimental platforms have delivered methodologies,
tools and services to accelerate Internet research and innovation. Exam-
ples include: evaluation of novel concepts (5G, cognitive radio, optical
networks, software-defined networks, terrestrial and underwater IoT,
cloud) through pathways from laboratory to real-world settings (i.e.
cities, regions and global); Easy access to different individual testbeds
through a common portal with a comprehensive description of the
and guidelines on how to access and use the federated testbeds;
Increasing the reproducibility of experiments through experimentation
descriptors linked to provisioning policies supported by benchmarking
methodologies and tools to execute experiments, collect and compare
results;
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2.1.2 Drivers Transforming the Next Generation
Internet Experimentation

The drivers expected to transform the NGI can be categorised into advances
in intelligent spaces, autonomous cooperative machines and collective user
experiences supported by key networking technologies are summarised as
follow:

o Intelligent Spaces: enabling computers to take part in activities in which
they never previously involved and facilitate people to interact with
computers more naturally i.e. gesture, voice, movement, and context, etc.
Internet of Things (IoT) enrich environments in which ICTs, sensor and
actuator systems become embedded into physical objects, infrastructures,
the surroundings in which we live and other application areas (e.g. smart
cities, industrial/manufacturing plants, homes and buildings, automotive,
agrifood, healthcare and entertainment, marine economy, etc.).

e Autonomous Cooperative Machines: intelligent self-driven machines
(robots) that are able to sense their surrounding environment, reason
intelligently about it, and take actions to perform tasks in cooperation
with humans and other machines in a wide variety of situations on land,
sea and air.

e Collective User Experience: human-centric technologies supporting
enhanced user experience, participatory action (e.g. crowd sourcing),
interaction (e.g. wearables, devices, presentation devices), and broader
trends relevant to how socio-economic values (e.g. trust, privacy, agency,
etc.) are identified, propagated and managed.

e Key Networking Technologies: physical and software-defined infra-
structures that combine communications networks (wireless, wired,
visible light, etc.), computing and storage (cloud, fog, etc.) technologies
in support of different models of distributed computing underpinning
applications in media, IoT, big data, commerce and the enterprise.

Within each category listed above, there are trends driving the need for
experimentation that leads to the identification of Experimentation Challenge
Areas that exhibit high degrees of uncertainty yet offer high potential for Next
Generation Internet impact, as presented hereafter in this document.

2.1.2.1 Intelligent spaces

Internet of Things (IoT) is transforming every space in our daily professional
and personal lives. 10T is one paradigm, different visions, and multidisci-
plinary activities [1] that much motivate this change. Today’s Internet of
Things is the world of everyday devices; ’things’ working in collaboration,
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using mainly the Internet as a communication channel, to serve a specific goal
or purpose for improving people’ lives in the form of new services. In other
words Internet of things has evolved from being simply technology protocols
and devices to a multidisciplinary domain where devices, Internet technology,
and people (via data and semantics) converge to create a complete ecosystem
for business innovation, reusability and interoperability, without leaving aside
the security and privacy implications.

The European and Global market for IoT is moving very fast towards
industrial solutions, e.g. smart cities, smart citizens, homes, buildings this
race is generating that IoT market applications have multiple shapes, from
simple smart-x devices to complete ecosystems with a full value chain for
devices, applications, toolkits and services. Making a retro-inspection and
looking at this evolution and the role that Experimentation has played in this
evolution, IoT have covered various phases in the evolution. IoT area has run
a consolidation period in the technology, however yet the application side will
run a long way to have big business markets and ecosystems deployed [3] and
what is most important, the IoT users acceptance that will pay for services.

Wearable devices are the next evolution in the IoT horizon providing clear
ways for user acceptance and further user-centric applications development.
Wearable technology has been there since early 80’s, however the limitation in
technology and the high cost on materials and manufacturing caused wearable
ecosystem(s) to lose acceptance and stop grow at that early stage. However in
todays’ technology and economic conditions where technology has evolved
and manufacturing cost being reduced, Wearable Technology is the best
channel for user acceptance and deployments in large user communities.
Demands in technology & platforms (Supply Side) require further work to
cope with interoperability, design and arts for user adoption, technology
and management and business modelling. On the other hand from User &
Community (Demand Side) it is required to pay attention in reliability
of devices, cross-domain operation, cost reduction device reusability and
anonymity and security of data.

Experimentation Challenges Areas for intelligent spaces may include:

e Engagement of large number of users/communities for co-creation,
awareness and design constrains to improve user acceptability.

e Provisioning of large numbers of cooperative devices.

e Scale of data management associated with the scale of devices.

o Interoperability management considering the large array of “standards”
that are emerging in the IoT space.
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e Energy optimisation for low-powered chips, aligned with intelligence for
smart devices and spaces.

e Security, anonymity and privacy because at intelligent spaces the amount
of data that is produced is large and most of the time associated to users,
by location, usage and ownership.

e Trust management mechanisms and methodologies for ensuring safe
human acceptance/participation.

Next Generation Internet impacts are expected to include the:

e Acceptability for new innovative devices and technology that can change
aspects of how we perceive aspects at work, live and home.

e Creation of communities for user acceptance and design including user
personal identity and reflects the fashion trend of the users.

e Growth and matureness of particular areas, as result of the involvement
of users in the process of validation and certification.

2.1.2.2 Cooperative autonomous machines
Autonomous machines operating in open environments on land, sea and air
will cooperate to revolutionize applications in transport, agriculture, marine,
energy and ecosystems dependent on high fidelity and real-time earth and
environment observation and management. Local, regional, national and
European initiatives are exploring how autonomous machines can become
an integral part of the Internet infrastructure by bridging technical challenges
(robotics, cyber physical systems, IoT, Future Internet) and dealing with social
challenges of trustworthiness, dependability, security and border control.
Swarm robotics is here allowing collective behaviour by multi-robot
systems consisting of boat/aircraft/ground vehicles. Miniaturization will be a
continuous trend with nano- and micro-robotics (e.g., robotic implants). This
leads to challenges in relation to human-robot coexistence and interaction
(e.g., collective human-robot cooperation) along with machine simulation of
human behaviour (e.g., reasoning, learning, feelings, and senses). In addition,
current machines offer poor interaction with complex dynamic uncertain
human-populated and natural environments.

Experimentation Challenges Areas include:

e Mixed human-robot environments (e.g., ITS environment where driver-
less vehicles can coexist with vehicles having human drivers).

e Heterogeneous mix of autonomous, manual and remotely operated
machines.
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e Machines operating in natural open and uncertain environments.

e Active security design, monitoring and mitigation in relation to emer-
gent threats from deep learning intelligence machines and systemic
dependencies.

e Paradigm shift within the Industrial Internet of Things domains towards
Edge Computing, in which programmable, autonomous IoT end-devices
can communicate with each other and continue to operate event without
connectivity.

e 5G dense network infrastructures with Edge computing capabilities that
are complemented with new M2M communications protocols/networks
(i.e. NB-IoT).

Next Generation Internet impacts are expected to include:

e Systems that mix humans, machines and all ICT capabilities in ways that
are acceptable to society.

e Operational models that optimize the use of distributed intelligence
schemes (e.g., distributed Al reasoning, planning etc.).

e Methodologies and knowledge for investigating, developing and opera-
ting non-deterministic systems.

e Insights into the trade-offs between autonomy vs. predictability vs.
security in cooperative machines.

o Insights into the evolution of legislation and regulatory policies.

e A digitalisation strategy for the industry 4.0 path supported by IoT
emergence.

2.1.2.3 Collective human experience

Collective human experience is probably the major driver of Next Generation
Internet as it dictates what the Internet is used for and its benefits to both indi-
viduals and the overall society. Internet participation is changing due to trends
in open data, open and decentralised, shared hardware, knowledge networks,
IoT and wearable technologies. Experiences are increasingly driven by partici-
patory actions facilitated by decentralised and peer-to-peer community and
open technologies, platforms and initiatives. Concepts such as decentralised
network and software architectures, distributed ledger, block chains, open
data, open networks, open democracy enable an active role of citizens rather
than passive consumption of services and content. Internet participation is
reaching, informing and involving communities of citizens, social enterprises,
hackers, artists and students in multidisciplinary collaborative environments,
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as fostered by Internet Science and Digital Social Innovation communities,
where creativity, social sciences and technology collide to create innovative
solutions mindful of issues of trust, privacy and inclusion.

In addition, human-machine networks are emerging as collective struc-
tures where humans and machines interact to produce synergistic and often
unique effects. In such networks humans and machines are both actors (Human
to Machine — H2M and Machine to Machine — M2M) that raises important
issues of “agency”, to identify what actors are capable of and permitted
to do. This is especially relevant to emerging machine intelligence where
machines are capable of evolving intention based on sensing and learning
about environments in which they operate. Facebook itself is purely a social
machine as it supports Human to Human — H2H interaction whereas for
example, precision agriculture with autonomous tractors, survey drones,
and instrumented animals self-reporting health would be considered a H2M
network.

Collective Awareness Platforms for Sustainability and Social Innovation
(CAPSSI) are designing and piloting online platforms creating awareness of
sustainability problems and offering collaborative solutions based on networks
(of people, of ideas, of sensors), enabling new forms of sustainability and
social innovation. These platforms provide strong ecosystems with thousands,
or even millions of users, is built by mutual trust that interactive players are
providing value to one another. The critical mass in the diffusion of innovations
is “the point after which further diffusion becomes self-sustaining”. The use of
creativity in the innovation process through approaches such as “gamification”
is a promising solution for keeping the critical mass of users engaged. The chal-
lenge is to identify innovative combinations of existing and emerging network
technologies enabling new forms of Digital Social Innovation coming bottom-
up from collective awareness, digital hyper-connectivity and collaborative
tools.

The major underlying trends in this area include:

o Increasing self- and observer quantification and participation driving post
broadcast networks with end user engagement in creative wide ranging
processes.

¢ Increasing machine agency shifting beyond automation systems to situa-
tions post automata networks where autonomous machines increasingly
evolve their own intentions and goals driven by increasingly high level
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human defined policy constructs necessary to deal with the complexity
of interaction.

e Increasing geographically localized interaction moving towards situa-
tions post “mega” mediator networks (interaction purely supported by
Internet giants such as Google and Facebook).

Experimentation Challenges Areas include:

e Hyperlocal infrastructure, service and platform models.

e Deep “Me-as-a-Service” provisioning, orchestration and choreographies.

e Distribution of agency in networks, machines and people.

¢ Intention independent and transparent networking.

e Decentralized and distributed social networks, wikis, sensors, block
chains value networks, driven by real-time human monitoring and
observation sensor data streams.

e Accounting for the context through changing conditions.

e Experimenters’ participatory involvement in collective awareness/intelli
gence production.

Next Generation Internet impacts are expected to include:

e Operational models fostering localised ownership and control building
on international standards.

e Multi-actor protocol/system design principles and methodologies for
cooperating machines and people.

e Networking protocols robust to and adaptable to variations of outcomes
and with transparent constraints.

e Participatory innovation and interaction models supporting collective
intelligence production.

o Insights into the disruption of new value systems supported by emerging
technologies such as block chains.

e Definition of new legislation to accommodate the entrance, and reduce
barriers, of new technology, service and applications into daily lives of
European citizens.

e Democratisation of the internet across new open and innovative services.

e Technology drivers that facilitate the emergence of new business models
that may also operate under a collaborative economy based model. Thus,
citizens and social impact is considered as a key driver for technology
evolution.
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2.1.2.4 Key networking technologies

Major initiatives such as the 5SG-PPP are transforming wireless network-
ing technologies and software defined infrastructures. 5G standardization is
driving the activities for designing new protocols addressing diverse aspects
of wireless networks and services.

Experimentation Challenges Areas include:

e Wireless investigations closer to real world ecosystems providing ways
to demonstrate the applicability of experimental evidence to real-life
application scenarios and to explore realistic coexistence/interference
scenarios.

e Involve end devices: more flexible, compact, energy efficient radio
platforms.

e End-to-end experimentation integrating radio — network — application/
services through co-design in early phases through multi-disciplinary
research, development and innovation.

e Low-end vs. high-end flexible radio platforms considering new high end
spectrum bands (e.g. cm and mmWave) in contrast to mobility scenarios
with (very) large-scale experimentation standardisation of low-cost SDR.

e Massive (cooperative) MIMO aiming to reduce complexity & cost,
and involve distributed, heterogeneous devices forming virtual antenna
arrays.

e Multi-channel radio supporting multiple virtual Radio Access Techno-
logies (RATs) running simultaneously in a single wireless node, sup-
porting simultaneous operation of new-innovate (RATs) and traditional
RATs.

e Over the air downloading of new RATS, live reprogramming of wireless
device & synchronous instantiation of new RATSs (adding/updating RATS)
on a set of co-located wireless devices.

e SDR ‘record-and-replay’ building real world wireless environment
(background scenarios), E.g. out-of-band transmissions (satellite, TV,
aviation, etc.) to instantiate real-life scenario emulating many concurrent
systems in real world.

e Co-design of the wireless access and the optical backhaul and backbone
in an integrated manner, researching at the convergence point between
optical and wireless networks (FUTEBOL) [15].

e NFV/VNF applications over the platforms employed by the testbeds can
assist in building modular testbeds.
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e New protocols based on existing technologies (e.g. beyond LTE for
cellular communications, WiGig, etc.).

e New management architectures moving towards the orchestration
of functionalities towards the extreme edges of the network to
reduce latency, enhance reliability and ensure data sovereignty (Edge
Computing).

e Complete slicing of network-topologies including available frontend and
backend services such as EPC to setup separate management domains
for various use cases that require partly orthogonal QoS parameters, such
as [oT/M2M or CDN networks.

e Convergence of new 5G scenarios with new IoT capabilities and
technologies.

e Architectures that reduce the limitations that TCP-IP have towards the
expansion of Internet (i.e. mobility, addressing, etc.).

NGI impacts are expected to include:

e Evidence for performance, viability and acceptability of approaches
and technologies for 5G. Proof of scalability of 5G able to cope with
increasing network traffic demand, viability to migrate from legacy to
5G, coexistent of 5G and legacy.

e Evidence for robustness of networking standards.

e Homogeneous services across networks, information technologies, IoT
devices and people.

2.2 Policy Recommendations for Next Generation
Internet Experimentation

The drivers for the Next Generation Internet presented in this document
i.e. Intelligent Spaces, Autonomous Cooperative Machines, Collective User
Experience, Key Networking Technologies act as study areas that requires a
dedicated consideration in policy support and European agenda reorganisa-
tion. The clear view in how the drivers are a priority for Europe, likewise the
increasing convergence of Internet technologies and more involvement of the
society drive the need to reconsider the design and scope of future initiatives.
The following recommendations are designed to maximise the potential for
Europe to create technological breakthroughs and deliver truly global impact
towards Next Generation Internet Experimentation.
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More Than Just Technology Networks: Successful Internet platforms
deliver technology-enhanced ecosystems supporting large-scale efficient
interactions between platform users. A technologically advanced platform
without users will deliver no impact. Europe must focus on developing where
networks of users and technology can coexist in ways that support sustainable
growth of real life network and as a consequence drive demand for emerging
information and communications network architectures.

Transparent and Accelerated Innovation Pathways: Industry and SMEs
need clear routes to market for research and innovation activities. Platforms
that deliver insight that cannot be adopted within applicable investment
cycles are not relevant to business. Europe must establish experimental
platforms with clear innovation pathways that deliver commercial oppor-
tunities whilst addressing contemporary/legacy constraints, market-driven
interoperability/standardisation, and regulation.

Programmatic Consideration of Business and Technology Maturity:
Large industry and SMEs have different capacity to invest, appetites for
risk and rates of return. Europe must design and nurture current initiatives
with a business and technical strategy that optimally aligns technology
lifecycle phases with appropriate business engagement models for different
stakeholders (Industry vs SMEs vs Research).

Quantifiably Large and Dynamic: Ecosystems must be sufficiently large
and interactive to understand performance, acceptance and viability of plat-
form technologies in real-world scenarios. Large-scale is often cited but rarely
quantified. Europe must establish measurable criteria and tools for Next
Generation Internet ecosystems (e.g. infrastructure, platforms, data, users,
etc.) necessary to support research and pre-commercial activities ecosystems
(i.e. up to city-scale), and mechanisms to rapidly scale networks towards
market entry.

Nondeterministic Behaviour vs Replicability: Insights gained in one spe-
cific physical or virtual situation need to be applied in many global situations
to maximise the return on investment. Computer science wants to deliver
replicable experimentation however this is looking increasingly unachievable
considering that networks are inherently non-deterministic and that open
systems and real-life experiments only exacerbate uncertainties. Europe
must foster the development of methods and tools supporting investigation
into non-deterministic systems incorporating human and machine interaction
in open environments that allow for insights to be replicated across the
globe.
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Next Generation Internet Technology and Investment Education: Learn-
ing about the potential of NGI technologies and business implications is
essential for the next generation of entrepreneurs and SMEs in Europe and
beyond. Unless innovators understand the ecosystem and technology potential
sufficiently to convince investors (e.g. business units, venture capitalists,
consumers, etc.) of the value proposition continuation funding and consequent
impact will not be delivered. Europe must support platforms that educate the
next generation entrepreneurs and technologists whilst supporting SMEs in
the development of NGI business plans and provide ways to test the viability
of solutions with potential investors.

Multidisciplinary Action: The interconnectedness of Next Generation
Internet Experimentation systems means that multidisciplinary teams must
work together through common objectives. Europe must support end-to-end
experimentation driven by multidisciplinary teams from different technology
domains (e.g. wireless networks, optical networks, cloud computing, IoT, data
science) in relation to vertical sectors (healthcare, creative media, smart trans-
port, marine industry, etc.) and horizontal social disciplines (e.g. psychology,
law, sociology, arts).

Efficient and Usable Federations: Collaboration is often the most cost
effective way to acquire capability, scale or reach necessary to achieve
an objective. Yet the benefits of collaboration through federated platforms
are limited by the barriers of interoperability, multi-stakeholder control,
trust concerns and policy incompatibilities. Europe must support federated
Experimentation-as-a-Service approaches where there are clear benefits to
users of the federation and where techniques lower the barrier to experimen-
tation and cost of maintaining federations through increased interoperability,
usability, trustworthiness, and dynamics by contributing to or leading market
accepted standardisation efforts.
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2.4 Experimentation Facilities Evolution towards
Ecosystems for Open Innovation
in the Internet of Future

2.4.1 Changes in the FIRE Portfolio

The FIRE demand side is changing as well, with changes in experimenter
demands and requirements, and higher expectations as regards how FIRE
should anticipate the needs and requirements from SMEs, industry, Smart
Cities, and from other initiatives in the scope of Future Internet such as
Internet of Things and 5G. Within FIRE this is also anticipated by new types
of service concepts, for example Experimentation-as-a-Service. These new
concepts affect the methods and tools, the channels for offering services to new
categories of users, and the collaborations to be established with infrastructure
and service partners to deliver the services.

2.4.2 Technological Innovation and Demand Pull

In response to the envisaged changes in the FIRE landscape, AmpliFIRE has
identified new research directions based on interviews, literature surveys and
leading conferences, and highlighted what the FIRE research, facilities and
community may look like in the future [1]. We found that funded Open Calls
and STREPs, and unfunded Open Access opportunities, which are increasingly
aligned with the main FIRE experimental facilities, are influencing FIRE’s
evolution from the demand side, by showing customer “pull” supplementing
and evenreplacing technology “push.” Thus itis expected that FIRE, which has
been technology-driven, will increasingly be shaped by demand-pull factors
in the period 2015-2020. These user demands will be based on four main
trends:

e The Internet of Things: a global, connected network of product tags,
sensors, actuators, and mobile devices that interact to form complex
pervasive systems that autonomously pursue shared goals without direct
user input. A typical application of this trend is automated retail stock
control systems.

e The Internet of Services: internet/scaled service-oriented computing,
such as cloud software (Software as a Service) or platforms (Platform as
a Service).

e The Internet of Information: sharing all types of media, data and content
across the Internet in ever increasing amounts and combining data to
generate new content.
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e The Internet of People: people to people networking, where users
will become the centre of Internet technology—indeed the boundaries
between systems and users will become increasingly blurred.

In order to contribute to these four fast moving areas, the FIRE ecosystem
must grow in its technical capabilities. New networking protocols must be
introduced and managed, both at the physical layer where every higher
wireless bandwidth technologies are being offered, and in the software
interfaces, which SDN is opening up. Handling data at medium (giga to
tera) to large (petabyte) scale is becoming a critical part of the applications
that impact people’s lives. Mining such data, combining information from
separated archives, filtering and transmitting efficiently are key steps in
modern applications, and the Internet testbeds of this decade will be used
to develop and explore these tools.

Future Internet systems will integrate a broad range of systems (cloud
services, sensor networks, content platforms, etc.) in large-scale hetero-
geneous systems-of-systems. There is a growing need for integration e.g.
integration of multi-purpose multi-application wireless sensor networks with
large-scale data-processing, analysis, modelling and visualisation along with
the integration of next generation human-computer interaction methods. This
will lead to complex large-scale systems that integrate the four pillars: things,
people, content and services. Common research themes include scalability
solutions, interoperability, new software engineering methods, optimisation,
energy-awareness, and security, privacy and trust. To validate the research
themes, federated experimented facilities are required that are large-scale and
highly heterogeneous. Testbeds that bridge the gap between infrastructure,
applications and users and allow exploring the potential of large-scale systems
which are built upon advanced networks, with real users and in realistic envi-
ronments will be of considerable value. This will also require the development
of new methodological perspectives for FIRE [8].

As we emphasize focusing on “smart systems of networked applications”
within the FIRE programme, the unique and most valuable contribution of
FIRE should be to “bridge” and “accelerate’: create the testing, experimenting
and innovation environment which enables linking networking research to
business and societal impact. FIRE’s testbeds and experiments are tools to
address research and innovation in “complex smart systems”, in different
environments such as cities, manufacturing industry and data-intensive ser-
vices sectors [9]. In this way, FIRE widens its primary focus from testing and
experimenting, building the facilities, tools and environments towards closing
the gap from experiment to innovation for users and markets.
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2.4.3 Positioning of FIRE

This leads to the issue of how to position FIRE in relation to other initiatives
in the Future Internet landscape. FIRE is one among a number of initiatives
in the Future Internet research and innovation ecosystem. FIRE seeks a
synergetic and value adding relationship with other initiatives and players such
as GEANT/NRENS and the FI-PPP initiatives related to Internet of Things and
Smart Cities, EIT Digital, the new 5G-PPP and Big Data PPP initiatives, the
evolving area of Cyber-Physical Systems, and other. For the future, we foresee
a layered Future Internet infrastructural and service provision model,
where a diversity of actors gather together and ensure interoperability for their
resources and services such as provision of connectivity, access to testbed and
experimentation facilities, offering of research and experimentation services,
business support services and more. Bottom-up experimentation resources
are part of this, such as crowd sourced or citizen- or community-provided
resources. Each layer is transparent and offers interoperability. Research
networks (NRENs) and GEANT are providing the backbone networks and
connectivity to be used by FIRE facilities and facilities offered by other
providers.

In this setting, FIRE’s core activity is to provide and maintain sustainable,
common facilities for Future Internet research and experimentation, and to
provide customized experimentation and research services. However, given
the relevance of experimentation resources for innovation, and given the
potential value and synergies which FIRE offers to other initiatives, FIRE
should assume a role in supporting experimentally-driven research and
innovation of technological systems. For this to become reality FIRE and
other initiatives should ensure cooperation and FIRE should also consider
opening up to (other) public and private networks, providing customized
facilities and services to a wide range of users and initiatives in both public and
private spheres. FIRE’s core activity and longer term orientation requires the
ability to modernize and innovate the experimental infrastructure and service
orientation for today’s and tomorrow’s innovation demands.

2.4.4 Bridging the Gaps between Demands and Service Offer

The gaps between the technologies presently offered in FIRE as testbeds,
and the gaps between the layers in which its communities have formed are
large. For example, the gaps between wired and wireless networking, between
networking researchers and cloud application developers, and between both
sorts of developers and end user input all require bridges that exist today only



2.4 Experimentation Facilities Evolution towards Ecosystems 63

as research efforts (an example is the Fed4FIRE project). Developing future
scenarios and identifying prospective user requirements are useful tools to
shape and drive those bridging activities and chart the most direct paths from
the present fragmented FIRE portfolio of testbeds, which are either hardware
or user-oriented, to the goals of Horizon 2020. This requires a sustained effort
to articulate how the technical goals of the present FIRE activities can be
lifted, channelled and amplified to support the societal goals represented in
Horizon 2020. This places requirements on the FIRE community which, as
engineering teams with an often academic focus, will need to collaborate
with different types of communities and actors. The FIRE community needs
to clarify and justify such requirements and identify new instruments and
relationships with business and SMEs that can draw upon FIRE’s strengths.
For this, we must expose the gaps and identify the communities that need
to be engaged or created. This helps to create the “pull” that can make FIRE
effective as 2020 approaches, and assist the individual projects as they provide
the “push.”

2.4.5 Testbed-as-a-Service

Increasingly, experimenters, developers and innovators expect to find the
tools and services they need and the infrastructure in which they will do
measurements and develop applications packaged in groups that allow easier
access and more rapid development. The catch phrase “X as a service” (XaaS)
captures these expectations. Today’s infrastructures, even with the strides
made towards federation and provision of powerful standard enablers, are still
far from the desired shape presented in Figure 2.1. The Testbed as a Service
concept (all of Figure 2.1) consists of as many as three connected layers and
two value-added offerings, each of which needs to offer standard APIs and be
easily adapted to multiple purposes over both long and short term.
Infrastructure available as a service benefits from the federation accom-
plishments of Fed4FIRE and GENI using the model of slices, and the
technologies around SFA and OMF or NEPI for access to infrastructure,
acquisition of reservations for resources, dispatch of experiments and capture
of their results. But there is much more to be done to make these tools available
to a broader audience, reduce the training requirement and learning curve.
There are common elements now standardized in the OpenFlow community
to make the interface to more flexible and powerful networking infrastructures
itself more flexible, but these only begin to explore the ways in which
the communications infrastructure can be more responsive to application



64  Next Generation Internet Research and Experimentation

Value Added CoreServices

Services

Experimenters

X

o . 5 i e o

Knowledge-as-a-Service

Experimentation-as-a-Service

Infrastructure-
as-a-Service

1
1
I
1
1
1
1
1
1
|
1
1
1
1
|
1
1
I
|
1
|
1
1
1
1
1
1
1
1
1
1
1
1
1
1
|
!
1
1
|
|
|
1
1
1
1

Figure 2.1 X as a Service [7].

requirements. While standard building blocks such as OpenStack exist, there
are strong pressures to enhance these. FIRE can make a critical difference
in evaluating the platform components proposed for extending this service
concept and understanding their value. Also needed are studies of the possible
options at the interfaces and their codification into APIs between the layers,
and to implement services to support new demands from users more interested
in the results of an experiment rather than performing their experiments
themselves.

Data curation, archiving, and tools for access of experimental data,
learning from experimental data, and extracting useful information using
sparse sampling and other complexity techniques will be key components
of Knowledge-as-a-Service. While much research in these “big data” areas
is being done already in academia and in industry, FIRE with its rich trove
of experimental data from Smart Cities projects, can make a contribution.
Focusing on the environmental data that sensor-rich cities collect might be
a good strategy, avoiding the sensitivities around healthcare data and the
proprietary nature of most commercial and market activity data. Also, “big
data” studies do not as a rule involve truly vast amounts of data, or require
access to data centers on the largest commercial scales.
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Benefiting from these opportunities requires a foundation of adaptable
infrastructure, wired and wireless, software-defined, more open than ever
before. The FIRE projects have made great strides in federating different
kinds of facilities and exposing their novel capabilities to experimenters and
end users. To meet the new demands and support the expansion to become
an Internet of Things, Services, Information and People, FIRE will provide
testing facilities and research environments richer than the commercial world
or individual research laboratories can provide.

2.4.6 Future Scenarios for FIRE

For setting out a transition path from the current FIRE facilities towards such
a “FIRE Ecosystem”, AmpliFIRE identifies two key uncertainty dimensions
and in that space of outcomes proposes four alternative future development
patterns for FIRE (illustrated in Figure 2.2):

1. Competitive Testbed as a Service: FIRE as a set of individually competing
testbeds offering their facilities as a pay-per-use service.

2. Industrial cooperative: FIRE becomes a resource where experimental
infrastructures (testbeds) and Future Internet services are offered by co-
operating commercial and non-commercial stakeholders.

3. Social Innovation ecosystem: FIRE as a collection of heterogeneous,
dynamic and flexible resources offering a broad range of facilities
e.g. service-based infrastructures, network infrastructure, Smart City
testbeds, support to user centred living labs, and other.

4. Resource sharing collaboration: federated infrastructures provide the
next generation of testbeds, integrating different types of infrastructures
within a common architecture.

These scenarios are aimed at stretching our thinking, but FIRE must choose
its operating points and desired evolution along these two axes. The vertical
axis ranges from a coherent, integrated portfolio of FIRE activities at bottom
(a natural foundation) up to individual independent projects (the traditional
situation), selected solely for their scientific and engineering excellence. The
horizontal line reflects both the scale of the funded projects and the size of
the customer or end-user set that future FIRE projects will reach out to and
be visible to. Clearly FIRE must be open to good ideas at multiple points
along the scale of size. For the larger efforts, which need to engage a broad
cross-section of the engineering community or the end users, the impact can
be enormous.
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Figure 2.2 FIRE scenarios for 2020 [1].

Really innovative contributions may come from smaller, more aggressive,
riskier projects. Large-scale EC initiatives such as FI-PPP, 5G-PPP, Big Data
PPP and around Internet of Things (AIOTI) should have an influence on their
selection and justification. Early engagement is essential to accomplish this.

2.5 FIRE Vision and Mission in H2020

FIRE’s current mission and unique value is to offer an efficient and effective
federated platform of core facilities as a common research and experimentation
infrastructure related to the Future Internet; this delivers innovative and
customized experimentation capabilities and services not achievable in the
commercial market. FIRE should expand its facility offers to a wider spectrum
of technological innovations in EC programmes e.g. in relation to smart cyber-
physical systems, smart networks and Internet architectures, advanced cloud
infrastructure and services, 5G network infrastructure for the Future Internet,
Internet of Things and platforms for connected smart objects. In this role, FIRE
delivers experimental testing facilities and services at low cost, based upon
federation, expertise and tool sharing, and offers all necessary expertise and
services for experimentation on the Future Internet part of Horizon 2020. For
the medium term, FIRE’s mission and added value is to support the Future
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Internet ecosystem in building, expanding and continuously innovating the
testing and experimenting facilities and tools for Future Internet technological
innovation. FIRE continuously includes novel cutting-edge facilities into this
federation to expand its service portfolio targeting a range of customer needs in
areas of technological innovation based on the Future Internet. FIRE assumes
a key role in offering facilities and services for 5G. In addition FIRE deepens
its role in experimentally-driven research and innovation for smart cyber-
physical systems, cloud-based systems, and Big Data. This way FIRE could
also support technological innovation in key sectors such as smart manu-
facturing and Smart Cities. FIRE will also include “opportunistic” experi-
mentation resources, e.g., crowd sourced or citizen- or community- provided
resources.

For the longer term, our expectation is that Internet infrastructures,
services and applications form the backbone of connected regional and
urban innovation ecosystems. People, SMEs and organisations collaborate
seamlessly across borders to experiment on novel technologies, services and
business models to boost entrepreneurship and new ways of value creation.
In this context, FIRE’s mission is to become the research, development and
innovation environment, or “accelerator”, within Europe’s Future Internet
innovation ecosystem, providing the facilities for research, early testing and
experimentation for technological innovation based on the Future Internet.
FIRE in cooperation with other initiatives drives research and innovation
cycles for advanced Internet technologies that enable business and societal
innovations and the creation of new business helping entrepreneurs to take
novel ideas closer to market.

In 2020, FIRE is Europe’s open lab for Future Internet research, develop-
ment and innovation. FIRE is the technology accelerator within Europe’s
Future Internet innovation ecosystem. FIRE is sustainable, part of a
thriving platform ecosystem, and creates substantial business and societal
impact through driving technological innovation addressing business and
societal challenges.

2.6 From Vision to Strategic Objectives

The role of the FIRE vision and mission statement is to inspire for the
future, answering the question “Why FIRE?” and “Where to go?” Within
the context of uncertainties surrounding FIRE’s longer term future, the actual



68  Next Generation Internet Research and Experimentation

evolution of FIRE is shaped by the range of scenarios and by the planning and
implementation decisions that are being taken within the EC and within
FIRE and related initiatives. For example, the Fed4FIRE project to create
a high-level framework is driving coherence in technology, operations and
governance across many of the FIRE facilities. There are also interesting
implications regarding collaboration of FIRE facilities with related programs
such as Future Internet PPP and possibly the Big Data PPP which are more
oriented towards business innovation than FIRE. Testbeds participating in
these initiatives may have to operate in more than one scenario, requir-
ing them to adapt new operational models, legal contexts and technical
implementations.

To structure the process of identifying future directions, FIRE should
agree on strategic objectives for its mid- and longer term evolution. Technical
objectives oriented towards FIRE’s core activity are a necessity but they are
not sufficient on their own as FIRE also needs strategic positioning in terms
of how it achieves sustainable value creation activity and how it positions and
interacts with other major initiatives.

2.6.1 Strategic Objectives

We identified the overall strategic objective for FIRE as to become a
sustainable environment for research, development and innovation in the
Future Internet, supporting researchers and the community to tackle important
problems, and acting as an accelerator for industry and entrepreneurs to take
novel ideas closer to market. Figure 2.3 visualises the potential strategies that
could be employed to achieve these objectives in a high-level roadmap.

The key strategic objectives for FIRE will be:

e For 2016: to increase its relevance and impact primarily for European
wide technology research, but will also increase its global relevance.

e For 2018: to create substantial business and societal impact through
addressing technological innovations related to societal challenges.

e For 2018: to become a sustainable and open federation that allows experi-
mentation on highly integrated Future Internet technologies; supporting
networking and cloud pillars of the Net Futures community.

e For 2020: to become the RDI environment space that is attractive to both
academic researchers, SME technology developers, and industrial R&D
companies with emphasis on key European initiatives such as 5G, Big
Data, IoT and Cyber-Physical Systems domains.
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Figure 2.3 Overall strategic direction of FIRE [2].

2.6.2 FIRE’s Enablers

AmpliFIRE’s report on FIRE Strategy [2] provides a detailed elaboration of
strategic directions for FIRE’s “enablers”: the domains of service offering,
facilities and federation, EC programme relations, ecosystem development,
and collaboration. Below we concisely address some of the main points.
Service offering. On the shorter term, FIRE’s service offer strategy must
ensure that FIRE remains relevant and meet current and future experimenter
demands and be driven by demand [5, 7]. FIRE should also promote common
tools and methodologies to perform experiments. FIRE’s offer in the next
years will transform towards a service-oriented framework where the concept
of Experimentation as a Service is central. The model presented in Figure 2.1
depicts how facilities or federations can offer a service to experimenters. The
lowest layer is the infrastructure, the actual physical machines. In the middle
is the platform layer, able to control the infrastructures in a more organized
manner, making use of predefined APIs, such as software-defined networks.
On the topmost layer, software can be run as a service, giving experimenters
access to applications. Crossing these layers, two services can be defines.
One is experimentation as a service, where experimentation is offered in a
customized approach with less or no concern about the infrastructure, platform
or services behind the scene; just knowing that it is available and can be
accessed is in most cases enough. The Fed4FIRE project serves as an example.
Additionally a final step could be knowledge as a service, where experimenters
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are helped in order to set up experimentation, but also that lessons can be
learned from the different experiments (what worked, what didn’t work) and
can be disseminated.

User and community ecosystem strategy. This will become a more
and more important aspect of FIRE strategy and future business model.
The concept of platform ecosystem and multi-sided platforms is potentially
relevant for FIRE and opens new opportunities. Unlike a value chain or supply
chain, a (multi-sided) platform-based activity brings together and enables
direct interactions within a value network of customers, suppliers, developers
and other actors. The range of FIRE facilities and services can be seen as
constituting a platform ecosystem facilitating multi-sided interactions. For
example, developer communities may use the FIRE facilities to directly work
with business customers on technology and product development, whereas the
current FIRE service model focuses on giving researchers and experimenters
access to FIRE facilities!. The issue is then to what extent the current FIRE
ecosystem realizes its opportunities and what the strategic options are to extend
the current FIRE model to a platform-based ecosystem model.

Collaboration strategy. Given FIRE’s positioning in the wider Future
Internet ecosystem collaboration in the shorter and longer term is essential
and must be grounded in clear value propositions [10]. To reach the next phase
FIRE should target both strong ties and loose ties collaboration. By strong ties
we refer to relationships that have developed throughout many years, while
loose ties collaboration is represented by more dynamic relationships. Both are
of equal importance. By close collaboration between different actors within
the FIRE value-network we can capitalize on sharing of testbed resources,
and foster FIRE to become more dynamic and user-driven to attract and serve
a wider base of partners. This also includes a complex prosumer exchange
value-network structure where providers of testbed assets also can be users
and vice versa. In existing FIRE collaborations these prosumer structures can
be found as strong elements for sustainability beyond the lifetime of a project
and foster long-term relationships. Also the framework for cooperation must
support flexible forms and easier entry into collaborations as well as to sustain
beyond the lifetime of a project.

As FIRE is positioned in an environment of continuous change also
FIRE collaboration relations will evolve and new relationships and partners

'In [3], AmpliFIRE discusses broadening the Future Internet user base by providing experi-
menter solutions, offering APIs that match community practices (BonFIRE, Experimedia).
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will emerge finding new opportunities for win—win by collaboration but
also defining new demands for being part of the FIRE value-network. In
this context FIRE needs evolution in several domains and even to reflect
on its position in being a “research and experimentation environment” as
this is being more attractive for research partners than other actors. How
can FIRE also serve stakeholders with specific interest in the development
of new services and products for the Future Internet with a commercial
purpose? These stakeholders are mainly representatives from industry and
their requirements on collaboration models might differ from the existing
more research oriented. To increase their attraction for FIRE collaboration
the FIRE value-network should be extended by complementary partners to
the traditional ICT actors, e.g. customers and users. But can FIRE really fit
all? FIRE will remain interested to cooperate with core initiatives within the
landscape of Future Internet research, innovation and experimentation, like
5G-PPP, FI-PPP, Internet of Things, Smart Cities, Big Data, which requires
FIRE to show a clear position on its offerings and uniqueness. Some examples:

e 5G-PPP: FIRE experimental facilities could potentially be of use for the
5G-PPP. Fed4FIRE offers a large number of federated facilities across
Europe of which most are potentially important for 5G testing (including
cellular networks, WiFi and sensor based networks, cognitive radio
networks, but also SDN and cloud facilities). CREW offers open access
to wireless testbed islands and advanced cognitive radio components as
well as support services.

o FI-PPP: integration of relevant FIRE facilities in XiFi’s federated nodes
infrastructure, especially physical computing/storage facilities and back-
end infrastructures such as sensor/IoT networks used by applications and
services to run experiments on top of them.

o GEANT/NRENS: cooperation in terms of connectivity is ongoing in sev-
eral FIRE projects. Other opportunities could include extending GEANT
service offerings to include testbed as a service. Some related activities
are going on in federation of testbeds, and experiment management
towards Experimentation-as-a-Service (Fed4FIRE), and resource control
and experiment orchestration and monitoring (OpenLab, FLEX, CREW).
FIRE projects might extend their use of GEANT/NREN resources and
FIRE and GEANT may cooperate in services and resources. FIRE
may leverage GEANT facilities and improve GEANT services adding
services such as testbed access. FIRE and GEANT can also collaborate
on SDN/Networking Protocols & Management.
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¢ In relation to Smart Cities, and technological innovations in the domain
of Internet of Things and cloud computing of high relevance for
city innovation, FIRE moves further into this direction in projects such
as OrganiCity and FIESTA. Next steps would be to establish project-
oriented discussions and explore opportunities for common calls with
key organisations in this area.

In order to develop FIRE collaboration opportunities for the future the ability
in realization and implementation of concrete collaboration models will be
essential. To do so collaborating partners must be able to define what is the
goal of collaboration, what is the win-win and what are the assets used to enable
collaboration and to establish an exchange structure for the collaboration
as well as models for governance. Therefore we should ask ourselves Who
is the formal body to interact with and to formalize collaboration? Finally,
realizing the FIRE collaboration vision beyond 2020 requires to be linked
with and to influence what FIRE partners today and in the future define as the
strategic directions of FIRE and what partners want it to be to be attractive for
collaboration.

Portfolio management. There is an inevitable problem of getting coher-
ence with a selection of projects chosen individually for their excellence by
mostly academic referees. Incentives added in the past include asking projects
to present evidence of a relationship with existing FIRE projects (easy to do
towards the end of a Framework Programme, not so easy at the outset of one,
but FIRE’s continuity may alleviate this). This results in project groupings
which allow more varied approaches still focused on a single infrastructure
technology or bringing a single technology closer to end users.

One suggestion that has been raised in recent years is finding ways in
which the FIRE programme can provide some of the assistance and even
direction that is offered to start-up companies. This may involve management
attention and involvement in changing project directions that were difficult
to achieve under FP7 and may have become impossible in Horizon 2020.
Nonetheless, we present in this review the suggestion that a support action
focused on achieving earlier and better exploitation might be considered and
describe how it could work, and what problems it would solve.

Managing innovation and exploitation needs attention and could be
addressed more systematically. Today, many projects end after the first
demonstrations are presented. Exploitation may be planned, but it lies in the
future, if it happens at all. Project structures, as specified in future calls could,
by the middle period of 2016-2018, require that some projects have their
capabilities demonstrated and external interfaces ready for the first full review.
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These projects could then report progress on external utilization and exploita-
tion by the end of the project. Although not all projects will, or should,
achieve this, we can imagine seeing identification of partners and a pathway
to commercialization by the end of a FIRE project.

Future sustainability. Sustainability of the FIRE ecosystem has been
raised as a concern in many of the interviews we conducted after issuing the
draft FIRE radar vision document. Users want to see one or a few components
of a FIRE testbed sustained (or successfully evolving) and the ultimate
responsibility lies with the institutions in which these components reside.
If only one institution is involved, as is the case with iMinds in Belgium, a
member of OpenLab, Fed4FIRE and CREW, then sustainability of the several
component testbeds that iMinds supports (the Virtual Wall, the W.iLab.t and
others) is addressed through the institution pursuing multiple means of support.
In the case of iMinds, all modes seem to be open — EC funding, regional
support and industrial partnerships have all contributed. For testbeds whose
components are distributed over multiple institutions, projects like BonFIRE
and OFELIA have created informal consortia which continue beyond any
single EC integrated project, and link only the key partners. Typically these
consortia intend to offer something like Open Access or similar lightweight
short-term involvement in their testbed’s use, and will explore multiple sources
of funding to make this happen. Accounting systems to allow fairly precise
allocation of costs to the different uses that result are being created as they
will be needed downstream in this model. Finally, the OneLab Foundation
is an actual legal entity that has been created to manage the activities of
the PlanetLab Europe, NITOS, and FIT-IoT Lille testbeds using the network
operating center (NOC) and federation toolkit that has been created under
OpenLab and Fed4FIRE.

2.7 FIRE Roadmap towards 2020
2.7.1 Milestones

The FIRE Roadmap of milestones is shown in Table 2.1 [3]. It essentially
pinpoints milestones for FIRE to deliver within the framework of roadmap
solutions. For example, “before 2016, open access will be a requirement of
a FIRE testbed”. The table is split into three phases: i) 201416, ii) 2016—
2018, iii) 2018-2020 that identify the milestones and decision points of the
roadmap. These phases are then broken down into a common template of
solutions within layers of the FIRE ecosystem:
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e The FIRE resources layer considers the role of the testbeds made
available through FIRE i.e. whose development is funded in part by the
FIRE programme. These represent an important element in achieving
objectives through making the right experimental facilities available,
sustaining facilities, and ensuring provision meets user demands.

e The FIRE service and access layer considers the services provided to the
user to allow them to perform experiments; these can be experimental
services to perform and monitor experiments (set up experiment, report
on results, etc.), services to utilise facilities directly (SLA management,
security, resource management), and central services managing the FIRE
offering (e.g. a FIRE portal). Also the mechanisms employed to allow
users to access and make use of the testbed are considered e.g. fully open
access, open calls, policy based access, etc.

e The FIRE Experimenter layer considers the consumer, i.e. the overall
FIRE user base who utilise the available FIRE testbed resources. Solu-
tions in this layer will implement changes in the user base, e.g. changing
from a traditional academic community in Europe, to a more global
community, and/or more industry and SME users.

e FIRE framing conditions solutions address the activities concerning the
ecosystem conditions and the activities carried out to operate FIRE, and
also integrate FIRE with wider initiatives.

Phase I: 2014-2016

In this period, partly covering the new Work Programme 2016-2017, we
expect continued and intensified attention to funding facilities that increase
impact and relevance by balancing Future Internet pillars. Testbeds in the
domain of software and services are prioritized. Cutting-edge testbeds should
be added in key areas 5G, [oT, Big Data and Cyber-Physical systems. Loosely-
coupled FIRE federation will be continued in order to simplify cross-domain
experimentation. In order to increase the experimental use of facilities, FIRE-
funded facilities will be required to offer open access Also, ease of use
and repeatability and reproducibility of experiments must be improved by
promoting Experimentation-as-a-Service concepts. Both actions aim at sim-
plifying cross-domain experimentation. The main priority regarding experi-
menter solutions is to increase the user base and actual use of facilities, by
making FIRE accessible to the larger Future Internet community, by offering
community APIs and establishing interoperability. The FI-PPP and GENI are
prominent initiatives in this time period. Also, common experimentation stan-
dards across initiatives will be required, such as cloud and IoT APIs. Strategic
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alignment and collaboration between FIRE and other EC programmes (DG
CONNECT and wider) needs to be pursued, e.g. preparing for joint calls and
stimulating interactions among the Unit priority areas. FIRE as a community
needs to start working towards a credible level of organisation to prepare for
sustainability and professional service offers.

Phase II: 2016-2018

In this period, FIRE establishes cutting-edge Big Data facilities relevant to
research and technology demands to support industry and support the solving
of societal challenges. Federation activities to support the operation of cross-
facility experimentation are continued. A follow-up activity of Fed4FIRE is
needed which also facilitates coordinated open calls for cross-FIRE experi-
mentation using multiple testbeds. Additionally, a broker service is provided to
attract new experimenters and support SMEs. This period ensures that openly
accessible FIRE federations are aligned with 5G architectures that simplify
cross-domain experimentation. Second, via the increased amount of resources
dedicated to Open Calls, FIRE will create an Accelerator functionality to
support product and service innovation of start-ups and SMEs. For this, FIRE
will establish a cooperation with regional players and other initiatives. FIRE
continues to implement professional practices and establishes a legal entity
which can engage in contracts with other players and supports pay per use
usage of testbeds.

Phase I1I: 2018-2020

FIRE continues to add new resources that match advanced experimenter
demands (5G, large-scale data oriented testbeds, large-scale IoT testbeds,
cyber-physical systems) and offers services based on Experimentation-as-
a-service. The services evolve towards experiment-driven innovation. More
and more FIRE focuses on the application domain of innovative large-scale
smart systems. Implementing secure and trustworthy services becomes a key
priority, also to attract industrial users. Responsive SME-tailored open calls
are implemented, to attract SMEs. FIRE continues the Accelerator activity
by providing dedicated start-up accelerator funding. FIRE takes new steps
towards (partial) sustainability by experimenting with new funding models.
Sustainable facilities are supported with continued minimum funding after
project lifetime. FIRE community has achieved a high level of professional
operation. FIRE contributes to establishing a network of Future Internet initia-
tives which works towards sharing resources, services, tools and knowledge
and which is supported by the involved Commission Units.
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2.7.2 Towards Implementation — Resolving the Gaps

Setting out a vision, strategy and roadmap must go hand in hand with
being aware about the gaps that need to be resolved. Two categories can
be distinguished: 1) gaps with respect to the current FIRE offerings, and 2)
gaps with respect to the FIRE vision. The current FIRE offering has evolved
from individual projects, many of which had specific project objectives to build
testbeds on which to make experiments, but were not expected to federate with
others, be open for researchers outside of the project consortium, or continue
after the end of the project contract timeframe. The fact that these features
are now increasingly being offered is a result of earlier gap analyses by FIRE
stakeholders and actions taken by the EC to address the issues incrementally in
successive Calls for Proposals. The assessment of FIRE’s relevance for Future
Internet experimenters is, however, a continuous process; new technologies,
devices and protocols emerge and new ways of improving the experience
for both experimenters and testbed providers are identified. AmpliFIRE’s
Portfolio Capability Analysis [4] lists some of the main gaps with respect to the
current FIRE offering that have been identified by experimenters (or potential
experimenters). In many cases, these gaps reflect the increasing interest being
shown in the FIRE facilities by SMEs and industry organisations, as opposed
to the traditional users, who are largely from the academic community.

Many of the gaps, in particular those associated with the usage of FIRE
testbeds by a higher number of SMEs and industrial organisations, are common
to the needs for FIRE testbeds identified by the reports on FIRE Vision [1] and
FIRE Future Structure and Evolution [2]. However, we have identified addi-
tional requirements, related to 1) the concept of FIRE becoming the common
European Experimentation Infrastructure incorporating FIRE testbeds with
ESFRI, FI-PPP, CIP ICT-PSP, GEANT; and 2) the transitioning of the more
mature FIRE facilities towards business innovation and education platforms
within (for example) the EIT Digital context. In general terms — whilst FIRE
has been strong, historically on networking topics — more effort needs to be
placed now on service aspects and extending expertise into the commercial
area. Testbed-as-a-Service, Experimentation-as-a-Service, Knowledge-as-a-
Service, and all of the functions and tools that underpin these concepts
become increasingly important. We propose the following actions to address
the identified gaps:

e Common FIRE tools should be built for TaaS, EaaS and KaaS, rather
than each project developing their own.
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e One FIRE portal should exist, through which the resources of all FIRE
projects can be accessed by experimenters as a single entity.

e There should be a more coordinated approach to FIRE collaboration (e.g.
with respect to support for the FI-PPP, 5G-PPP, Big Data PPP etc.), rather
than the ad-hoc mechanisms applied today.

e For addressing the sustainability issue, an independent stakeholder
alliance funding mechanism to manage the European common platform
should be considered.

2.8 Main Conclusions and Recommendations

FIRE has evolved into a diverse portfolio of experimental facilities, increa-
singly federated and supported by tools, and responding to the needs and
demands of a large scientific experimenter community. Issues that require
attention include the sustainability of facilities after projects’ termination, the
engagement of industry and SMEs, and the further development of FIRE’s
ecosystem. A more strategic issue is to develop a full service approach
addressing the gaps between ecosystem layers and addressing integration
issues that are only now coming up in other Future Internet-funded projects. A
related challenge is to expand the nature of FIRE’s ecosystem from an offering
of experimental facilities towards the creation of an ecosystem platform
capable to attract market parties from different sides that benefit from mutual
and complementary interests. Additionally, FIRE should anticipate the shifting
focus of Future Internet innovation areas towards connecting users, sensor
networks and heterogeneous systems, where data, heterogeneity and scale
will determine future research and innovation in areas such as Big Data,
and 5G and IoT [9]. Such demands lead to the need for FIRE to focus on
testbeds, experimentation and innovation support in the area of “smart systems
of networked infrastructures and applications” .

To address the viewpoints identified by the FIRE community, the FIRE
initiative should support actions that keep pace with the changing state-
of-the-art in terms of technologies and services, able to deal with current
and evolving experimenter demands. Such actions must be based upon a
co-creation strategy, interacting directly with the experimenters, collecting
their requirements and uncovering potential for extensions. FIRE must also
collaborate globally with other experimental testbed initiatives to align with
trends and share expertise and new facilities. Where major new technologies
emerge, these should be funded as early as possible as new experimental
facilities in the FIRE ecosystem.
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This analysis leads to conclusions and recommendations regarding the
future direction of FIRE. The following is a concise summary of conclusions
and recommendations, grouped in three areas: (1) the vision and positioning
of FIRE, (2) the strategic challenges, and (3) the action plans. These con-
clusions and recommendations have been elaborated in more detail in the
AmpliFIRE D1.2 report [11].

2.8.1 FIRE Vision and Positioning

e FIRE’s strategic vision for 2020 is to be the Research, Development and
Innovation (RDI) environment for the Future Internet, creating business
and societal impact and addressing societal challenges. Adding to FIRE’s
traditional core in networking technologies is shift of focus in moving
upwards to experimenting and innovating on connected smart systems
which are enabled by advanced networking technologies.

e FIRE must forcefully position the concept of experimental testbeds
driving innovation at the core of the experimental large-scale trials
of other Future Internet initiatives and of selected thematic domains
of Horizon 2020. Relevant initiatives suitable for co-developing and
exploiting testbed resources include the 5G-PPP, Internet of Things
large-scale pilots, and e-Infrastructures.

2.8.2 Strategic Challenges for Evolution of FIRE

e FIRE should help establish a network of open, shared experimental
facilities and platforms in co-operation with other Future Internet ini-
tiatives. Experimental facilities should become easily accessible for
any party or initiative developing innovative technologies, products and
services.

e FIRE should establish a “technology accelerator” functionality, by itself
or in co-operation with other Future Internet initiatives, to boost SME
research and innovation and start-up creation. A brokering initiative
should provide broker services across the FIRE portfolio or via exploita-
tion partnerships. Community APIs should be offered to make FIRE
resources more widely available.

e FIRE’s core expertise and know-how must evolve: from offering facilities
for testing networking technologies towards offering and co-developing
the methodologies, tools and processes for research, experimentation and
proof-of-concept testing of complex systems. FIRE should establish a
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lively knowledge community to innovate methodologies and learn from
practice.

e FIRE should ensure longer term sustainability building upon diversi-
fication, federation and professionalization. FIRE should support the
transition from research and experimentation to innovation and adop-
tion, and evolve from singe area research and experiment facilities
towards cross-technology, cross-area facilities which can support the
combined effects and benefits of novel infrastructure technologies used
together with emerging new service platforms enabling new classes of
applications.

e FIRE should develop and implement a service provisioning approach
aimed at customized fulfilment of a diverse range of user needs. Moving
from offering tools and technologies FIRE should offer a portfolio of
customized services to address industry needs. FIRE should establish
clear channels enabling interaction among providers, users and service
exploitation by collaboration partners.

e FIRE should become part of a broad Future Internet value network, by
pursuing co-operation strategies at multiple levels. Cooperation covers
different levels: federation and sharing of testbed facilities, access to and
interconnection of resources, joint provision of service offerings, and
partnering with actors in specific sectoral domains. In this FIRE should
target both strong ties and loose ties opportunistic collaboration. Based
on specific cases in joint projects, cooperation with 5G and IoT domains
could be strengthened [10].

e FIRE should evolve towards an open access platform ecosystem. Plat-
form ecosystem building is now seen critical to many networked
industries as parties are brought together who establish mutually bene-
ficial relations. Platforms bring together and enable direct interactions
within a value network of customers, technology suppliers, developers,
facility providers and others. Developer communities may use the FIRE
facilities to directly work with business customers and facility providers.
Orchestration of the FIRE platform ecosystem is an essential condition.

2.8.3 Action Plans to Realize the Strategic Directions

e The ongoing development towards federation of testbeds should be
strongly supported; it is a key requirement now and in the future. We
have proposed several actions to accomplish this goal, which is taken up
in the Work Programme 2016-2017.
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e FIRE should strengthen the activities aimed at wider exploitation of its
testbed resources by increasing the scope and number of experiments and
experimenters using FIRE facilities.

o FIRE should increase the number of projects and experiments that lead to
resolving societal challenges. Bring end user communities to the FIRE
community to stimulate innovation for the social good. Promote open
source community building methods such as hackhatons and open source
code.

e FIRE should initiate actions to leverage its resources to start-ups and
SMEs.

o FIRE should initiate activities aimed at decreasing the time to market for
experimenters.

e FIRE should maintain and strengthen its relevance for the researcher
community.

e The potential capability of FIRE facilities and resources for regional
development, to support technology development and product and
service innovation, should be exploited.

e FIRE should expand its range of facilities to also address research and
innovations in sectors where “networked, smart systems” are crucial for
innovation.

e FIRE facilities are to be exploited for standardisation activities (proof-
of-concept).

e FIRE should selectively engage in international co-operation, based on
reciprocal and result oriented actions.

e Create co-operation across Future Internet related initiatives and stimu-
late alignment of EC units.

o FIRE should establish a professionally coordinated community to lead
its development toward 2020.

2.9 Final Remarks

As explained in Section 2.2’s vision and mission statement for FIRE and
detailed in Sections 2.3-2.4, we foresee a further development of FIRE’s
mission and value offer. One particular challenge is to expand the nature
of the FIRE’s ecosystem, from offering facilities to mostly experimenters
in academic research institutes towards a wider spectrum of actors in a
growing FIRE ecosystem, including large businesses and SMEs, developer
communities, and other initiatives or programmes. FIRE will continue to
offer an efficient and effective federated platform of core facilities as a
common research and experimentation infrastructure related to the Future
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Internet; this delivers innovative and customized experimentation capabilities
and services not achievable in the commercial market. FIRE will expand
its facility offers to a wider range of technological developments in EC
programmes e.g. in relation to smart cyber-physical systems, smart networks
and Internet architectures advanced cloud infrastructure and services, 5G
network infrastructure for the Future Internet, Internet of Things and platforms
for connected smart objects. FIRE delivers experimental testing facilities
at low costs based upon federation, expertise and tool sharing, offering all
necessary expertise and services for experimentation on the Future Internet
part of H2020. In the longer term, FIRE’s mission is to be the research,
development and innovation environment, or “accelerator” within Europe’s
Future Internet innovation ecosystem, providing the facilities for research,
early testing and experimentation of innovative technologies and solutions, by
accelerating Future Internet technology-induced innovation cycles resulting
in advanced applications and business support leading to the creation of new
market opportunities. The overall strategic objective for FIRE is to become
a sustainable ‘R&D&I lab’-like facility for research in the Future Internet;
supporting researchers and the community to tackle important problems, and
acting as an accelerator for industry and entrepreneurs to take novel ideas
closer to market.

The strategy to realize this future role is multidimensional and AmpliFIRE
jointly with the FIRE community and the Commission have been working
towards the definition of a set of strategic objectives aimed at 2020, and a
range of activities to realize the 2020 objectives.

The strategy includes the following key recommendations:

e Establish an easily accessible network of open and shared experimental
facilities and platforms and create partnerships with other Future Internet
initiatives to realize this.

e Target industry and SME innovators by establishing an “accelerator”
functionality, starting with creating a market interface aimed at aligning
demands and offers.

e Increase the number of experiments and experimenters using FIRE,
attracting new user/stakeholder groups such as large ICT companies,
developer companies, SME innovators, Smart Cities and regions, and
other EC programmes.

e Target business innovator needs related to accelerating product and
service innovation and go-to-market, addressing the needs and demands
of companies in different stages of their development lifecycle. Work
together with innovation intermediaries.
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3.1 Introduction

The Fed4FIRE' project has established a European Federation of experimenta-
tion facilities and testbeds and developed necessary technical and operational
federation framework enabling the federation operation. With its 23 tesbeds,
the Fed4FIRE represents the largest federation of testbeds in Europe which
allows remote testing in different areas of interests; wireless, wireline, open
flow, cloud, etc. Various user friendly tools established by the Fed4FIRE
project enable remotely usage of the federated testbeds by experimenters who
can combine different federation resources, independently on their location,
and configure it as it is needed to perform the experiment.

The main idea behind the Fed4FIRE Federation of testbeds is to enable
easy and efficient usage of already available experimental resources by the
entire research and innovation community in broad area of Future Internet and
Communications Technologies (ICT) as well as various vertical application
sectors applying the ICT, such as Energy, Health, Automotive, Transport,
Media, etc. To ensure it, the Fed4FIRE project worked on establishing the
federation of testbed for benefit of both testbed providers and experimenters
by taking into consideration their particular requirements and interests.

Until now, more than 50 experiments have been using the Fed4FIRE
experimental facilities and tools. Part of them took opportunity of seven Open

'Fed4FIRE is an Integrating Project under the European Union’s Seventh Framework
Programme (FP7) addressing the work programme topic Future Internet Research and Exper-
imentation. It started in October 2012 and has been running for 51 months, until the end of
2016 — http://www.fed4fire.eu/

87



88 Fed4FIRE — The Largest Federation of Testbeds in Europe

Calls for Experiments organized by Fed4FIRE project in last three years.
Other experimenters used the Fed4FIRE Open Access mechanism which
allows free of charge access to the experimental facilities and support for
setting up the experiments from Fed4FIRE team.

The Fed4FIRE experimenters had opportunity to experience all advan-
tages of the Fed4FIRE tools, to configure and successfully execute planned
experiments. The feedback received from the experimenters on usability of
Fed4FIRE facilities and tools was very positive. Moreover, the most of the
performed experiments would be even not possible without provision of the
Fed4FIRE federation and its experimental facilities. Thus, the Fed4FIRE
facilities helped the experimenters to further explore their research and
business development based on results gathered from the experiments.

This chapter is organized as follows; In Section 3.2, overall needs for
the federated experimentation facilities and scope of a federation of testbeds
as well as Fed4FIRE approach to establish a testbed federation, including
currently involved testbeds, have been elaborated. Common framework for
establishing large-scale federation of testbeds, including its architecture, fed-
eration tools, and specific requirements for the involved testbeds are presented
in Section 3.3, followed by discussion on experiments performed in Fed4FIRE
and related added value for both experimenters and the federation, including
support provided to various types of experiments performed by different type
of organizations, in Section 3.4. The federation operation models and possible
structures are presented in Section 3.5, where related sustainability issues are
considered as well. The chapter is concluded with a brief summary of main
Fed4FIRE achievements (Section 3.6).

3.2 Federated Experimentation Facilities
3.2.1 Requirements from Industry and Research

The Future Internet experimentation require a broad availability of facili-
ties offering testing resources which apply the latest developed networking
solutions and computing technologies, including testbeds established by the
most relevant actual and recent research activities across Europe and world-
wide. The researchers and developers from both industry and academic
environments need to be able to perform experimental research by using the
up-to-date testbeds as efficient as possible, to cope with nowadays’ trends of
a very fast development and implementation of innovative services and appli-
cations. Moreover, for the efficient experimental research and development of
complex Future Internet solutions and systems, possibility to use combinations
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of different testing resources simultaneously is also extremely important.
As the different testing resources are geographically distributed, a significant
requirement on the Future Internet experimentation facilities is to be accessible
and configurable from remote locations.

In order to meet the mentioned requirements, the future experimental
facilities have to ensure the following:

e Simple, efficient, and cost effective experimental processes considering
requirements and constraints of both experimenters and facility owners.

e Common frameworks that will be widely adopted by different exper-
imentation facilities and used by different experimenter communities,
and

e Increased trustworthiness and efficiency of the experimental facilities,
including a sustainable environment for the needed testbeds continuously
ensuring their updates in accordance with actual experimenters needs.

A specific requirement of the academic communities, such as universities and
research centers is support for long-term research and the related scientific
activities. On the other hand, the industry stakeholders, in particular SMEs,
are interested to test systems and solutions under investigation for specific
operational scenarios, directly aiming at exploitation of innovative products
and services and establishing short-term close-to-market solutions. Of course,
in lots of cases, interests of both industry and academia are overlapping, in
particular in medium-term and applied research. Furthermore, there are joint
undertakings by industry and academia in the research and innovation activ-
ities, including knowledge transfer, where interests of both communities are
merging into common requirements towards the future experimental facilities.
However, contrary to the all research and industry requirements discussed
above, the existing testbeds in Europe, which also apply for rest of the world,
have been created to support experimentation in specific domain, targeting
a narrow set of technology, and are usually a limited number of potential
users and experimenters. The testbeds are implemented by various initiatives;
e.g. EU or national research project, individually established partnerships
among academia and industry, private investments in industry environments,
publicly funded universities and research institutions, etc. Accordingly, all
the individual testbeds are using different frameworks and tools to set-up and
execute experiments creating of course a big disadvantage for experimenters,
who need to get familiar with the different experimentation tools every time
they use different testbeds. Furthermore, only a limited number of testbeds
can be combined with other testing facilities placed in different locations and
do not foresee remote configuration of the experiments and their execution.
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Further important aspects of having appropriate experimental facilities is
their maintenance to ensure that the testbeds are always ready to be used and
are updated in accordance with the newest technological developments and
trends. To ensure it, it is necessary to establish a common testbed framework
supporting the testbed owners and operators to cope with this requirement
within a kind of sustainable environment by involving both the experimenters
and the testbed providers.

3.2.2 Establishing Fed4FIRE Federation of Testbesd

Fed4FIRE project defined its objectives along the broad requirements of the
industry and research community on the Future Internet experimental research.
Accordingly, establishment of a sustainable large-scale federation of testbeds
has been identified as the main Fed4fFIRE project goal.

On the first instance, the federation of testbeds has to be established for
benefits of both experimenters and testbed providers (Figure 3.1) and to enable
easy usage of experimental resources available in the federation for a broad
range of experimenters as well as to allow testbeds to easily join the federation
and offer their testing and experimental services.

To ensure it, Fed4FIRE has been working on definition nand implemen-
tation of a federation framework, which includes a set of federation tools
ensuring the following:

e Easy discover of testing resources in the federation by the experimenters
e Easy set-up and configuration of the experiments, by combining various
experimental resources available in the federation

BENEFITS FOR TESTBED, OWNERS, BENEFITS FOR EXPERIMENTERS,
PROVIDERS, OPERATORS DEVELOPERS, INNOVATORS

Reaching-out a large community of Using federation services to speed-up
experimenters — potential customers research and new business ideas

Easy access to own experimental Using multiple testbeds offering various
resources through federation tools experimentation oppoortunities
Bundling own testing capabilities with Getting advantage of federation tools
other complementary resources and expert support to run experiments

Limited resources needed to join No investment in creating own testbeds

Figure 3.1 Benefits for experiments to use and for testbeds to join the federation of testbeds —
overview.
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e Experiment execution, including experiment scheduling, monitoring, and
gathering testing results

The Fed4FIRE project worked on establishment of the federation framework
and tools in several development cycles. Between the cycles, Fed4FIRE
offered its experimental facilities to a wide range of users to gather feedback on
their usage, which was then taken into account while improving and upgrad-
ing the common framework and the experimentation tools. Furthermore,
Fed4FIRE started with a number of testbeds involved and over the project life
time further testbeds joined, so that the Fed4FIRE federation offer has been
significantly enlarged and experience from joining process of the new testbeds
has been gathered to improve the overall framework and the related tools.

3.2.3 Experimentation Facilities in Fed4FIRE

Fed4FIRE established a federation of 23 testbeds encompassing different
technologies and stretching over Europe (Figure 3.2), also with connections
outside Europe, and its represents the largest federation of testbeds in Europe

@ Wired @ Wireless (@ Openflow @ Cloud (@ Other %
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Figure 3.2 Testbeds involved in Fed4FIRE federation of testbeds.
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and probably also world-wide. The federation involves testbeds focused on
wired and wireless communications as well as open flow and cloud based
technologies, including further specific testbeds (Table 3.1). The Fed4FIRE
federation is open for new testbeds which are willing to join and is expected
to grow further in the future.

Table 3.1 Brief description of Fed4FIRE facilities per testbed category

Wired Testbeds:

Virtual Wall (iMinds)

PlanetLab Europe (UPMC)

Ultra Access (UC3M, Stanford)
10G Trace Tester (UAM)

PL-LAB (PSNC)

Emulation environment with 100 nodes interconnected
via a non-blocking 1.5 Tb/s Ethernet switch and a
display wall for experiment visualization

European arm of the global PlanetLab system,
providing access to Internet-connected Linux virtual
machines world-wide

Next Generation of Optical Access research testbed
10 Gbps Trace Reproduction Testbed for Testing
Software-Defined Networks

Distributed laboratory in Poland focusing on Parallel
Internet paradigms

Wireless Testbeds:

Norbit (NICTA)
w-iLab.t (iMinds)
NITOS (UTH)
Netmode (NTUA)
SmartSantander (UC)

FuSeCo (FOKUS)

PerformL.TE (UMA)

C-Lab (UPC)

IRIS (TCD)

LOG-a-TEC (JSI)

Indoor Wi-Fi testbed located in Sydney, Australia

For Wi-Fi and sensor networking experimentation
Outdoor testbed featuring Wi-Fi, WiMAX, and LTE
Wi-Fi testbed with indoor facilities

Large scale smart city deployment in the Spanish city of
Santander

Future Seamless Communication Playground,
integrating various state of the art wireless broadband
networks

Realistic environment composed of radio access
equipment, commercial user equipment, and core
networks connected to Internet

Community Network Lab involving people and
technology to create digital social environments for
experimentation

Implementing Radio In Software, a virtual computation
platform for advanced wireless research

Cognitive radio testbed for spectrum sensing in TV
whitespaces and applications in sensor networks

Open Flow Testbeds:

UBristol OFELIA island

Testbed for Future Internet technologies, specifically
Software Defined Networking (SDN)/OpenFlow and
virtualization
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Table 3.1 Continued

i2CAT OFELIA island

Koren (NIA)

NITOS (UTH)

Testbed for Future Internet technologies, specifically
Software Defined Networking (SDN)/OpenFlow and
virtualization

High-speed research network in Korea interconnecting
six nodes with OpenFlow and DCN switchess
Outdoor testbed featuring Wi-Fi, WiMAX, and LTE

Cloud Computing Testbeds:

BonFIRE (EPCC, Inria)

Multi-cloud testbed for services experimentation

Virtual Wall (iMinds) Emulation environment with 100 nodes interconnected
via a non-blocking 1.5 Tb/s Ethernet switch and a
display wall for experiment visualization

Other Technologies:

FIONA (Adele Robots) Cloud platform for creating, improving and using
virtual robots

Tengu (iMinds) Big data analysis (iMinds)

3.3 Framework for Large-scale Federation of Testbeds

3.3.1 Framework Architecture and Tools

3.3.1.1 Experiment lifecycle

The Fed4FIRE architecture has been built taking requirements from various
stakeholders into account, including testbed and service providers and exper-
imenters, with sustainability in mind and aiming to support as many actions
from the experiment lifecycle as possible. The experiment lifecycle covers a
number of functionalities summarized in Table 3.2.

Table 3.2 Functionalities of Fed4FIRE lifecycle

Description

Finding available resources across all testbeds, and
acquiring the necessary information to match required
specifications.

Specification of the resources required during the
experiment, including compute, network, storage and
software libraries.

Allocation of a time slot in which exclusive access and
control of particular resources is granted.

Instantiation of specific resources directly through the
testbed API, responsibility of the experimenter to select
individual resources.

Function
Resource discovery

Resource specification

Resource reservation

Resource
provisioning

Direct (API)

(Continued)
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Table 3.2 Continued
Function Description
Orchestrated  Instantiation of resources through a functional

component, which automatically chooses resources that
best fit the experimenter’s requirements.

Experiment control Control of the testbed resources and experimenter scripts
during experiment execution through predefined or
real-time interactions and commands.

Monitoring Facility Instrumentation of resources to supervise the behavior and
monitoring performance of testbeds, allowing system administrators
or first level support operators to verify that testbeds
performance.
Infrastructure Instrumentation by the testbed itself of resources to
monitoring collect data on the behavior and performance of services,
technologies, and protocols.
Measuring Experiment Collection of experimental data generated by frameworks
measuring or services that the experimenter can deploy on its own.
Permanent storage Storage of experiment related information beyond the

experiment lifetime, such as experiment description, disk
images and measurements.

Resource release Release of experiment resources after deletion or
expiration the experiment.

3.3.1.2 Resource discovery, specification, reservation

and provisioning
3.3.1.2.1 Architectural components
Figure 3.3 details the part of the architecture responsible for resource dis-
covery, specification, reservation and provisioning, from the viewpoints of
the federator, the testbed provider, the experimenter and actors outside of the
federation.

At the federator side, the following components are located: the portal
(central starting place for new experimenters), the member and slice authority
(registration), the aggregate manager (AM) directory (overview of the contact
information of the AMs of all available testbeds available in the federation), the
documentation center (http://doc.fed4fire.eu), the authority directory (authen-
tication/authorization between experimenters and testbeds, supported through
specific experimenter properties included in the experimenter’s certificate,
signed by an authority), the service directory (federation and application
services), the reservation broker (for both instant and future reservations).

At the testbed side, the resources (virtual or physical nodes) are located, as
well as the testbed management component (AM, responsible for discovery,
reservation and provisioning of local resources through any desired software
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Figure 3.3 Fed4FIRE architecture components.

framework), an optional authority (member and slice) and optional application
services (abstracting the underlying technical details of the provided services,
relying on X.509 certificates for authentication and authorization).

At the experimenter side, we find the toolset to facilitate experimentation,
such as a browser to access the hosted tools (portal, future reservation broker,
documentation center, application services, etc.) and stand-alone tools to
handle testbed resources (Omni, SFI, NEPI, jFed, etc.).

Outside of the federation, relevant components include the resources of
testbeds that are not part of the federation, the testbed manager to handle these
resources, any application services on top of resources in- or outside of the
federation, and services authorities.
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Several aspects of this architecture originate from the Slice-based Federa-
tion Architecture (SFA)?: the Aggregate Manager API, the member authorities
and the slice authorities. A slice bundles resources belonging together in an
experiment or a series of similar experiments, over multiple testbeds. A sliver
is the part of that slice which contains resources of a single testbed. One uses
an RSpec (Resource Specification) on a single testbed to define the sliver on
the testbed. The RSpec and thus the sliver can contain multiple resources. The
GENI AM API details can be found at the documentation website>.

3.3.1.3 Other functionality
Similar architecture diagrams are available for monitoring and measurement,
experiment control, SLA management and reputation services.

For monitoring, the following components can be distinguished at the
testbed side: (1) facility monitoring (to see if the testbed is up and running)
that exports an Open Measurement Library (OML) stream to the federator’s
central OML server, (2) infrastructure monitoring (to collect data on behavior
and performance of local services, technologies, and protocols, as well as on
resources from a specific experiment), (3) the OML measurement library (for
measuring specific experiment metrics), an optional OML server (the endpoint
of amonitoring or measurement OML stream that stores that in a database) and
(4) an optional measurement service with proprietary interface. The federator
then offers the FLS dashboard to give a real-time view on the facilities’ health
status, the central OML server for FLS data, nightly login testing and the
(optional) data broker for experiment data from OML streams.

For experiment control, the testbed provides (1) an SSH server on each
resource, (2) a resource controller that invokes actions through the Federated
Resource Control Protocol (FRCP), (3) an Advanced Message Queuing
Protocol (AMQP) server to communicate the FRCP messages, (4) the Policy
Decision Point (PDP) that enables authorization and (5) the experiment control
server to execute the experiment’s control scenario.

Related to SLAs, the SLA management module at each testbed is
responsible for supervising the agreement metrics and processes all relevant
measurements from the monitoring system. The SLA collector acts as a
broker between these modules and the client tools, such as the SLA front-end
tool provided in the Portal, and gathers warnings and experimenter-specific
evaluations. The SLA dashboard allows testbed providers to view the status
of active SLAs on their facilities.

Zhttp://groups.geni.net/geni/attachment/wiki/SliceFed Arch/SFA2.0.pdf
3https://fed4fire-testbeds.ilabt.iminds.be/asciidoc/federation-am-api.html
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The architecture further supports layer two connectivity between testbeds,
service composition (through YourEPM), speaks-for credentials for trust chain
relationships, ontology-based resource selection and first level support (FLS)
monitoring.

3.3.2 Federating Experimentation Facilities

In order to support the federation of experimentation facilities, we define
different classes of testbeds and different types of federation.

3.3.2.1 Classes of testbeds
Actestbed is a combination of hardware and testbed management software. We
make a difference between two classes of testbeds which could join the fed-
eration or be compatible with Fed4FIRE: (1) type A, which includes testbeds
with resources that can be controlled through SSH, FRCP or Openflow, and
(2) type B, which are accessible through service APIs only. Type A testbeds
have the ability to share resources between different users, shared over time
or in parallel (through multiplexing or slicing) and support the concept of
credentials and dedicated access (e.g. through SSH). Type B testbeds offer a
particular service with a (proprietary or standard) API and support the concept
of credentials.

As an example, the Virtual Wall which provides physical or virtual
machines with SSH access is type A, while SmartSantander, providing a
proprietary REST API to fetch the measurement results, is a type B testbed.

3.3.2.2 Types of federation

Three types of federation are defined: (1) association, (2) light federation and
(3) advanced federation. Associated testbeds are not technically federated,
but are mentioned on the Fed4FIRE website with a link to the testbed specific
documentation. These testbeds have to organize their own support.

Light federation is the same for type A and type B testbeds. The testbeds
need to provide support for Fed4FIRE credentials in a client based SSL API,
maintain specific documentation for experimenters (on a webpage maintained
by the testbed), adhere to the policy that everyone with a valid Fed4FIRE
certificate can execute the basic experiment that is document without extra
approval, provide facility monitoring and ensure a public IPv4 address for
connectivity to the API server. The Fed4FIRE federation in turn offers
test credentials for testing the federation, information on enabling PKCS12
authentication, a central monitor dashboard, at least one client tool exporting
PKCS12 credentials from the X.509 certificate, at least one authority to provide



98 Fed4FIRE — The Largest Federation of Testbeds in Europe

credentials, a central documentation website linking to all testbeds and central
support (google group and NOC) for first help and single point of contact.
This light federation makes it possible to have an easy way to federate with
Fed4FIRE and as such testbeds can easily join a very ad-hoc and dynamic
way for a short period of time.

For advanced federation, type A and type B testbeds are treated differently.
Type A testbeds need to provide support for GENI AMv2 or AMv3 (or later
versions), maintain specific documentation (on a webpage maintained by the
testbed), adhere to the policy that everyone with a valid Fed4FIRE certificate
can execute the basic experiment that is document without extra approval,
provide facility monitoring through the GENI AM API and ensure a public
IPv4 address for the AM and a public IPv4 or IPv6 address for SSH login to
the testbeds resources, and offer basic support on the testbed functionalities
towards experimenters. In turn, the Fed4FIRE federation offers testing tools
for the AM API, nightly testing of the federation functionality, a central
monitor dashboard, at least one client tool having support for all federated
infrastructure testbeds, at least one authority to provide credentials, an SSH
gateway (to bridge e.g. to IPv6, VPNS, etc.), a central documentation linking
to all testbeds and central support (google group and NOC) for first help and
single point of contact.

Advanced federation for type B testbeds can be supported through service
orchestration on the “YourEPM’ (Your Experiment Process Model) tool which
isdesigned to provide high level service orchestration for experimenters, based
on open standards such as BPMN (Business Process Model and Notation) and
BPEL (Business Process Execution Language). YourEPM presents a web GUI
that automatically obtains information on available services from the service
directory that collects service descriptions from the specific URL provided by
each testbed. The communication with the services from YourEPM is ensured
using general wrappers to specific technologies (i.e. REST, SFA). This tool
can also be integrated with the jFed tool to extend the orchestration to include
testbed resources. In order for YourEPM to use application services available
in the federation, type B testbeds which want to have an advanced federation
with Fed4FIRE have to provide a description of the service APl in RAML, so
that the tool can invoke it automatically.

3.3.2.3 Workflow for federation

Figure 3.4 highlights the typical workflow for a new testbed to be federated,
starting with the existing documentation on how experimenters can use already
federated testbeds.
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Figure 3.4 Workflow for testbeds joining the federation.

3.3.3 Federation Tools

3.3.3.1 Portal

The Fed4FIRE portal* is the central starting place for new experimenters and
provides the testbed and tools directory, links to the project website and to
the First Level Support service, support for the registration of new users.
Furthermore, it acts as an experimentation tool for discovery, reservation and
provisioning of resources and as a bridge to experiment control tools. It is
powered by MySlice software>.

3.3.3.2 jFed

jFed® is a java-based framework to support experimenters to provision and
manage experiments, to assist testbed developers in testing their API imple-
mentations and to perform extensive full-automated tests of the testbed APIs
and testbeds, in which the complete workflow of an experiment is followed.

3.3.3.3 NEPI
NEPI’, the Network Experimentation Programming Interface, is a life-cycle
management tool for network experiments, that helps to design, deploy and

*https://portal fed4fire.eu
Shttp://myslice.info
®http://jfed.iminds.be
http://mepi.inria.fr
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control network experiments, and gather the experiment results. It supports
design and control through the federated resource control protocol FRCP.

3.3.3.4 YourEPM

YourEPM is an Experiment Process Manager that allows high level application
service orchestration in the federation. It connects experiment owners, testbed
facilities and federator central coordination with both automated and manual
processes for experiment planning, execution and analysis.

3.4 Federated Testing in Fed4FIRE
3.4.1 Overview of Experiments on Fed4FIRE

Fed4FIRE offers its testbeds for use and experimentation to a wide community
and to all interested parties. This is offered through a system of either Open
Calls by which selected proposals received financial support to carry out the
experiments or through a system of Open Access by which any interested
party can set up and run an experiment on the facility. Since its initial set
up as a federation, Fed4FIRE has supported over 50 experiments through its
Open Calls, out of over 150 submitted proposals, which were oriented towards
SME:s, industry, academic or research parties (Figure 3.5).

Utilization of the federation testbeds used by different experiments
accepted in the Open Calls is presented in Figure 3.6 (colors indicate type
of the testbeds used according to testbed overview from Figure 3.2).

3.4.2 Complexity of the Fed4FIRE Experiments

One measure which can be used to indicate the complexity of the experiment
which is run on the Fed4FIRE facilities is the number of testbeds in use.

proposals

. ™ Academia

experiments

B Academia
m Research Institute M Research Institute
Industry

SME

Industry
W SME

Figure 3.5 Overview of the proposals and accepted experiments through the open call
mechanism.
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Figure 3.6 Utilization of Fd4FIRE testbeds by experiments.

Figure 3.7 already illustrates the need for a federated facility as more than
70% of the experiments make use of more than 1 testbed. What is even more
clearly demonstrating the value of Fed4FIRE is the fact that if one uses the
categories of technologies as defined above (wired/wireless/cloud/open flow/
other), more than half of the experiments use testbeds which are positioned
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Figure 3.7 Number of simultaneously used testbeds in experiments.
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Figure 3.8 Number of simultaneously used test bed technologies in experiments.

in different technology areas (Figure 3.8). This clearly demonstrates the added
value of a federated facility like Fed4FIRE covering different technologies.

3.4.3 Value to the Experimenter

Nearly all of the experimenters have chosen to submit an experiment to
Fed4FIRE:

e To test and evaluate their products in a real environment which is by
some companies used as sales argument and proof of the performance
or reliability of their product to potential customers *“To test in a real
testbed scenario some of the algorithms devised on paper”

e To prepare their products for the market. “Fed4FIRE learned us that we
are market-ready for large business”

e To test and evaluate scalability of their products or to carry out stress-
tests on their products. Fed4FIRE clearly has the size to carry out these
tests “To identify problems with scalability”

e Because of the uniqueness of the Fed4FIRE testbeds offering tech-
nologies which are not available in commercial testbeds: “To access
infrastructures that otherwise would not be reachable”

e Because of the financial support received, an argument which is repeated
by nearly all SMEs which ran an experiment on Fed4FIRE “We
would have spent thousands of euros to create an infrastructure for
testing”
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From this feedback, which is collected from all experiments, it is clear that
all experimenters indicate a significant to extreme impact on their business
from the experiment. This impact slightly differs over the calls, but it is clear
that the impact for SME’s is more significant than for the standard Open Call
experiments in which larger research groups or industrial partners participate.

3.4.4 Support Provided by the Federation to SMEs

Through its Open Calls for SMEs, Fed4FIRE has the objective to make the
federated infrastructure easier and more directly available for execution of
innovative experiments by experimenters at SMEs. The experiments envis-
aged were of a short duration (maximum 4 months) and examples included
but were not limited to testing of new protocols or algorithms, performance
measurements, service experiments.

Specific benefits for SMEs were identified as:

e Possibility to perform experiments that break the boundaries of different
FIRE testbeds or domains (wireless, wired, OpenFlow, cloud computing,
smart cities, services, etc.)

e Easily access all the required resources with a single account.

e Focus on your core task of experimentation, instead of on practical
aspects such as learning to work with different tools for each testbed,
requesting accounts on each testbed separately, etc.

e A simplified application process with a dedicated review process by
external judges

An extra benefit which is offered towards SMEs is the dedicated support
from specific Fed4dFIRE members. Each SME, preparing a proposal was
appointed a supporting Fed4FIRE consortium partner (the “Patron”) which
was in charge of dedicated (advanced) support of the experiment. This Patron
received additional funding to provide this support in setting up, running and
analysing the results of the experiment.

This support was provided in 2 layers:

A. Basic support

e Guaranteeing that the facility is up and running (e.g. answering/solving
“could it be that server X is down?”)

e Providing pointers to documentation on how the facility can be used (e.g.
“how to use the virtual wall testbed” => answer: check out our tutorial
online at page x”)
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e Providing pointers to technical questions as far as relevant (e.g. answering
“do you know how I could change the WiFi channel” => answer: yes, it
is described on following page: y”’; irrelevant questions are for example
“how to copy a directory under Linux™)

B. Dedicated (advanced) support includes all of the following supporting
activities by the patron:

e Deeper study of the problem of the SME: invest effort to fully understand
what their goals are, suggest (alternative) ways to reach their goals. To put
it more concretely (again using the example of the Virtual Wall testbed),
these SMEs do not need to know the details on the Virtual Wall or how it
should be used, they will be told what is relevant to them and can focus
on their problem, not on how to solve it.

e Help with setting up the experiments (e.g. “how to use the virtual
wall” => answer: the tutorial is there, but let me show you how what is
relevant for you, let me sit together with you while going through this
example and let us then also make (together) an experiment description
that matches what you are trying to do.

e (Joint) solving of practical technical problems (e.g. “do you know how
I could change the WiFi channel” => yes, it is described on page y, in
your case you could implement this as following: . . ., perhaps we should
quickly make a script that helps you to do it more easily, ... ).

e Custom modifications if needed: e.g. adding third-party hardware and
preparing an API for this.

e Technical consultancy during/after the experiments (e.g. “I do get result
x but would have expected y, what could be the problem?”).

All of the SMEs, submitting a proposal to run an experiment sought this
support already while preparing their proposal.

3.4.5 Added Value of the Federation

The following quotes are taken form some of the reports of the experiments
that ran on Fed4FIRE. They clearly illustrate why experimenters come to
Fed4FIRE

e We wouldn’t be in this position now if we hadn’t had access to Fed4FIRE
facilities

e There is no alternative to Fed4FIRE as a platform hosting different
technologies
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e Fed4FIRE is independent of any other infrastructure, . ... for companies
is very important to avoid vendor lock-in, ....

e Running the experiment at a commercially available testbed infrastruc-
ture would have been unlikely mainly because of the novelty of some
implemented solutions.

e The federation’s main contribution is making individual facilities visible
and usable through a homogenous set of standards and tools.

e Diversity and quantity of the nodes ...different technologies, types
-outdoor/indoor-, different locations, possibility to combine infrastruc-
tures and resources.

e To develop projects that can provide services at European level, with
millions of potential users at the same time, it is necessary to have a test
infrastructure with sufficient technical resources.

e An experiment in Fed4FIRE is so close to reality that any development
carried out in the environment can be migrated to a commercial platform.

e Thanks to the Fed4FIRE federation we had the chance to test our platform
in a production — like environment. If there were no federation, our tests
would have been less effective for our business objectives.

3.5 Operating the Federation
3.5.1 Federation Model, Structure and Roles

The operational model follows a service oriented approach that crucially
provides services to both experimenters and testbeds, as both experimenters
and testbeds are needed in adequate quantities and varieties for a successful
federation.

Towards experimenters, the Federator offers identity management through
single sign-on, a portal with basic information about the federation, at least
one stand-alone tool for resource management, comprehensive documen-
tation, First Level Support, advice and brokering, and reporting on KPIs
(testbed availability, usage, performance of federation services, etc). Towards
testbed providers, the Federator facilitates technical interoperation, provides
compliant tools and portal, promotes the federation, and acts as a broker
between experimenters and testbeds and reports on KPIs. The Federator also
promotes the usage of tools that are developed externally to the federation and
can provide added value. Towards the European Commission, the Federator
reports on KPIs about the federation’s operation.
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Through these tools and the “one-stop shop” approach (Figure 3.9),
Fed4FIRE natively supports the “Experimentation as a Service” concept,
where the resources needed for an experiment can be acquired and accessed as
one package by the experimenter. Fed4FIRE follows the FitSM management
approach for its federation services. FitSM® is a free and lightweight standards
family aimed at facilitating service management in IT service provision,
including federated scenarios.

3.5.2 Financial Approach of the Federation

In the financial model, funding and revenues are coming from national,
regional and local sources, the European Commission and private/industry
sources (note that the latter will typically be limited). The costs are made by
the federator, the facility providers and the experimenters (Figure 3.10).

The federation will organize Open Calls for experimentation, with a budget
per experiment ranging from 5K to 100K euro, including financial support for
testbed providers to provide technical support and consultancy services where
required.
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Figure 3.9 One-stop shop approach in Fed4FIRE federation.
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Figure 3.10 Financial flow within federation of testbeds.

3.5.3 Organization of the Federation

The primary stakeholders in the federation, the experimenters and the testbed
providers, delegate the management of the federation to the Federator and the
control of the federation to the Federation Board, the policy-making body.
The federation’s governance model is based on three layers, related to
governance (how the Federator and Federation Board are managed), oper-
ational issues (how the Federator operates) and financial aspects (costs and
revenue/funding). The federation deals with policies in the following areas:

e Testbed and Experimenter Commitments and Eligibility Requirements:
the key policy is to be as open and accommodating as possible, because
a major success factor is to expand the federation membership.

e Resource Management: although the federator will allow the reservation
of the resources on the testbeds, it is the final responsibility of the testbeds
to manage the usage of their resources, as long as they fulfil the agreed
Service Level Agreements (e.g. provide a minimum amount of resources,
guaranty a certain up-time).

e Stakeholder Engagement (Communications and Marketing): the key
objectives of these policies are to recruit experimenters and testbeds to
expand the federation.
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e Future Direction for the Federation: this is determined through the use of
four key metrics: Fairness, Cost efficiency, Robustness and Versatility.

e Contractual Relationships and Terms and Conditions: the terms and
conditions (T+C) for the federation cover a set of T+C for experimenters
and another compatible set of T+C for testbed facilities.

Furthermore, the federator is responsible for the operation of and sup-
port for the federation services, for community building through Summer
Schools (for experimenters) and Engineering Conferences (to drive technical
developments) and for international collaboration with US, Brazil, China,
South-Korea, Japan and others.

3.6 Summary

The Future Internet experimentation require a broad availability of facilities
offering testing resources which apply the latest developed networking solu-
tions and computing technologies, including testbeds established by the most
relevant actual and recent research activities across Europe and world-wide.
The Fed4FIRE project has established a European Federation of Testbeds and
developed necessary technical and operational federation framework enabling
the federation operation. With its 23 tesbeds, the Fed4FIRE represents the
largest federation of testbeds in Europe which allows remote testing in
different areas of interests; wireless, wireline, open flow, cloud, etc.

The Fed4FIRE architecture has been built by taking requirements from var-
ious stakeholders into account, including testbed providers and experimenters,
with sustainability in mind and aiming to support as many actions from the
experiment lifecycle as possible. Various user friendly tools established by
the Fed4FIRE project enable remotely usage of the federated testbeds by
experimenters who can combine different federation resources, independently
on their location, and configure it as it is needed to perform the experiment.

The Fed4FIRE Federation offers its testbeds for use and experimentation to
a wide community and to all interested parties, which can use the federation
facilities through the mechanism of Open Calls for Experiments, partially
funded by EC, or by using Open Access to the federation facilities. Since start
of Fed4FIRE operation, more than 50 experiments have been completed and
more than 150 experimentation proposals have been received from SMEs,
other industry stakeholders, as well as academic and research institutions.

In respect to the federation operation, by using its powerful federation
tools Fede4FIRE is applying so-called “one-stop shop” approach, natively
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supporting the “Experimentation as a Service” concept, where the resources
needed for an experiment can be acquired and accessed by the experimenter
through one single contact point of the federation — its Federator. Finally,
Fed4FIRE elaborated a number of possible organization and funding models
for the federation, which are planned to be exploited in the near future, aiming
at establishment of a sustainable European Federation of Testbeds.






4

A Platform for 4G/5G Wireless Networking
Research, Targeting the
Experimentally-Driven Research Approach
— FLEX —

Nikos Makris!, Thanasis Korakis!, Vasilis Maglogiannis?,

Dries Naudts?, Navid Nikaein®, George Lyberopoulos*,
Elina Theodoropoulou?, Ivan Seskar®, Cesar A. Garcia Perez®,
Pedro Merino Gomez®, Milorad Tosic’, Nenad Milosevic’
and Spiros Spirou®

1University of Thessaly

2Ghent University — iMinds
SEURECOM

*COSMOTE

SWINLAB, Rutgers University
6Universidad de Malaga

"University of Nis

SINTRACOM SA Telecom Solutions

4.1 Introduction

The proliferation of smart mobile devices and data hungry mobile applications
are driving the demand for faster mobile networks. Long Term Evolution
(LTE), the 4th Generation of mobile network technology standardized by
the 3rd Generation Partnership Project (3GPP) [1], aims at satisfying this
demand by offering faster connection speeds at both the downlink and the
uplink, increased network capacity and better coverage. The rapid penetration
of LTE in different countries creates a vast field for innovation in terms of
mobile broadband services. At the same time, research for the next generation
mobile networks has already begun with the examination and evaluation of
candidate technologies and architectures. Given the practical requirement
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for backward compatibility between successive technologies, it is rational to
assume that these technologies, often referred to as Beyond 4th and towards
the 5th Generation (B4G and 5G), will naturally evolve from the extension of
LTE with new advanced features.

Evaluation of the performance of innovative broadband services over
LTE and of candidate post-LTE technologies requires rigorous testing and
validation. While network simulation software has evolved significantly over
the years, it cannot still capture the complex real world environment, and
field tests are still considered essential at the late stages of development. To
that end, the existence of network testbed facilities plays a significant role
in understanding the complexities associated with real use and therefore in
building better solutions.

In Europe, since its establishment in 2008, the Future Internet Research
and Experimentation (FIRE) initiative [2] has contributed in bridging the
gap between visionary research and large-scale experimentation on new
networking and service architectures and paradigms. Through the success-
ful organization of several waves of research projects, an extensive and
multidisciplinary open network testbed facility has been developed. Despite
the diversity in the FIRE facilities in terms of available infrastructure and
access technologies, a lack of truly open and operational LTE testbeds had
been identified (and cellular testbeds in general). By “open” we mean that
the facilities are available to external experimenters and that the latter can
configure the testbed to some extent, according to their needs. By “operational”
we refer to flexibility in accessing the core, gateways, access points and
user equipment of the testbeds, and the capability to run full end-to-end
services.

This lack was certainly not due to reduced interest from the community. On
the contrary, there is a steadily increasing demand from the research commu-
nity, including the industry, to have access to LTE and beyond experimentation
facilities in different countries. However, the constraints typically posed by
operators and large vendors, typically due to commercial considerations,
restrict the configuration capabilities to an extent, which usually discourages
testbed operators from deploying such infrastructure.

FLEX (FIRE LTE testbeds for Open Experimentation) [3] aims to remove
these constraints through the development of a truly open and operational
LTE experimental facility. Based on a combination of truly configurable
commercial equipment, truly configurable core network software, fully
open source components, and on top of those, sophisticated emulation
and mobility functionalities, this facility allows researchers from academia
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and industry to test services and applications over real LTE and beyond
infrastructure, or experiment with alternative algorithms and architectures of
the core and access networks.

4.2 Problem Statement

Several EU funded projects have paved the way for the federation of isolated
testbed islands across Europe. Excellent examples of them are the OpenLab
[4] and the Fed4FIRE [5] projects, which have addressed both the control
and experimental plane federation of heterogeneous FIRE resources. With the
control plane we mean the way that the resources are discovered, represented
and reserved inside federations, whereas with the experimental the option
to include resources from heterogeneous testbeds, decoupled from their
geographical location, and bundle them in one single large scale experiment.
Yet, the focus on these federations lies only on the support of generic nodes,
meaning just an abstract representation of any testbed resource, with a limited
number of parameters being defined by the experimenters.

FLEX is addressing this lack of experimentation services for LTE and
beyond resources, by integrating all the LTE hardware extensions to the
state-of-the-art control and management services of the testbeds. Three core
FIRE testbeds have been extended with LTE support initially, and two more
have been added to the consortium after the completion of an infrastructure
upgrade Open Call process. All of the FLEX testbeds, have been federated
over the GEANT network [6], thus enabling dedicated guaranteed end-to-end
connections from one testbed to another able to bear the traffic, and the setup
of novel experiments for decentralized architectures.

Moreover, FLEX is offering two setups; 1) a commercial equipment based
testbed, for the development of novel services and 2) an open-source setup
for the development and evaluation of new protocols, leveraging the LTE
protocol stack. The commercial equipment is fully programmable, provided
by the partners of the project, and through the definition of high level APIs,
experimenters can take access over them. As for the open source solution, the
project is using the open source solution of OpenAirInterface (OAI) [7], that
allows the execution of a full stack LTE eNodeB or User Equipment (UE)
over commodity hardware with a compatible RF front-end.

The testbeds that are available within FLEX are publicly available
24/7, remotely accessible and provided free-of-charge. The five experimen-
tal facilities, along with their capabilities, are detailed in the following
subsection.
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4.2.1 FLEX Testbeds

The five experimental facilities, that are comprising the FLEX testbed, are
resources rich in heterogeneous equipment, each of them allowing the configu-
ration of several parameters along with the LTE configurations, and enabling
the experimentation at a very large scale. Following, we list the capabilities
of the five different FLEX islands (see Figure 4.1).

4.2.1.1 NITOS testbed

NITOS testbed [8], is a heterogeneous testbed, located in the premises of
University of Thessaly (UTH), in Greece. The testbed facilitates access
to open source and highly configurable equipment, allowing for innova-
tions through the experimental evaluation of protocols and ideas in a real
world environment. The experimental ecosystem is consisting of several
wireless and wired networking components, coupled with powerful nodes
and a cloud computing infrastructure. The key equipment components in
NITOS are the following: 1) Over 120 nodes equipped with IEEE 802.11
a/b/g/n/ac compatible equipment, and using open source drivers. The nodes
are compatible also with the IEEE 802.11s protocol for the creation of
wireless mesh networks, 2) Commercial off-the-shelf (COTS) LTE testbed,

OPEI&A

Figure 4.1 The FLEX testbed federation in Europe.
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consisting of a highly programmable LTE macrocell (Airspan AirdGS),
two femtocells (ip.access LTE 245F), an experimenter configurable EPC
network (SiRRAN LTEnet) and multiple User Equipment (UE), such as USB
dongles and Android Smartphones, 3) Open Source LTE equipment, running
over commodity Software Defined Radio (SDR) equipment, by the adoption
of the OpenAirlnterface [7] platform. OpenAirlnterface can be set to operate
as either a femtocell or UE, whereas its accompanying open source network
is provided (OpenAirCN), 4) COTS WiMAX testbed, based on a highly
programmable WiMAX base station in standalone mode, along with several
open source WiMAX clients (USB dongles and Smartphones), 5) A Software
Defined Radio (SDR) testbed, consisting of 10 USRPs N210, 8 USRPs B210,
2 USRPs X310 and 4 ExXMIMO2 FPGA boards. MAC and PHY algorithms are
able to be executed over the SDR platforms, with very high accuracy, 6) The
nodes are interconnected with each other via 5 OpenFlow hardware switches,
sliced using the FlowVisor framework, and allowing multiple experimenters
control the traffic generated from their experiments using any OpenFlow
controller, 7) a Cloud Computing testbed, consisting of 96 Cores, 286 GB
RAM and 10 TBs of hardware storage. For the provisioning of the cloud,
OpenStack is used.

The equipment is distributed across three different testbed locations,
and can be combined with each other for creating a very rich experimen-
tation environment. The nodes are running any of the major UNIX based
distributions.

4.2.1.2 w-iLab.t testbed

The w-iLab.t [9] is an experimental, generic, heterogeneous wireless testbed
and provides a permanent testbed for development and testing of wireless
applications. w-iLab.t hosts different types of wireless nodes: sensor nodes,
Wi-Fi based nodes, sensing platforms, and cognitive radio platforms. Each of
the devices can be fully configured by the experimenters. The wireless nodes
are connected over a wired interface for management purposes. This interface
can also be used as a wired interface. Hence, heterogeneous wireless/wired
experiments are possible. Furthermore, iMinds hosts the Virtual Wall, which
consists of 2 testbeds:

e Virtual Wall 1 containing 206 nodes
e Virtual Wall 2 containing 159 nodes

The Virtual Wall offers network impairment (delay, packet loss, bandwidth
limitation) on links between nodes and is implemented with software impair-
ment. Additionally, some of the nodes are connected to an OpenFlow switch
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to be able to do OpenFlow experiments in a combination of servers, software
OpenFlow switches and real OpenFlow switches. Moreover, the following
equipment has been installed in order to enable LTE experimentation in the
testbed: 1) 2 ip.access LTE femtocells, 2) SIRRAN LTEnet EPC solution
with 9 licenses, 3) 22 LTE UEs as USB dongles, 4) 2 Emulated Mobility
Frameworks consisting of 4 (big) and 3 (mini) shielded boxes respectively.
The boxes are interconnected with each other via COAX cables. The atten-
uation of the RF components that are placed in the boxes is controlled by
programmable attenuators, 5) 2 additional ip.access femtocells accompanied
by 2 LTE dongles that are part of the (big) Emulated Mobility Framework,
6) 2 ExXMIMO2 FPGA boards and 3 USRPs B210 equipped with RF front-ends
compatible with OpenAirInterface. The testbed is also using 20 programmable
moving robots, that can be used for real mobility experiments [10]. The users
are able to draw interactively a trajectory that each robot will follow during
their experiment. Each of the robots is equipped with a Nexus 6P smartphone
to enable LTE experimentation. The control of the LTE experimentation can
be done using Signal and Spectrum Analyzers or a USRP N210 equipped with
an LTE compatible RF front-end.

4.2.1.3 OpenAirinterface testbed

Facilities at EURECOM that are available to the project include an 8-node
testbed, equipped with the OAI compatible RF front-ends, UEs and VMs
acting as core networks. The OAI testbed [11] nodes include: 1) 4 machines
that can be used for running OAI as eNodeB, equipped with the appropriate
SDR platforms (2 of them using USRPs B210 and 2 of them ExMIMO2),
2) Dedicated services are executed on top of them, for the orchestration
of the experiments, such as OpenStack [12] and JuJu [13], 3) 4 nodes that
are equipped with COTS UEs, that can be used for running the OpenAirCN
platform (OAI EPC), 4) 2 more UEs as Android Smartphones.

4.2.1.4 PerformNetworks testbed

PerformNetworks [14], formerly PerformLTE, provides multiple scenarios
to enable experimentation with different levels of realism [15]. The testbed
has been extended in the project with interoperability tools that have been
used to perform interoperability testing with equipment available in other
FLEX testbeds. Currently, the federated part of the testbed is composed by:
1) T2010 conformance testing units by Keysight Technologies, that can be used
to provide LTE end to end connectivity to commercial UEs in any standardized
FDD or TDD band. These units have been extended during project to support
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communication with standard core networks. 2) LTE release 8 small cells
(Pixies) by Athena Wireless working on band 7. 3) Polaris Core Network
Emulator (EPC), providing multiples instances in SGW, PGW, MME, HSS
and PCRF (more details in [16]). This EPC has been successfully integrated
with macro and pico-cells from Alcatel Lucent and with small cells from
Athena Wireless and Sirran Technologies, 4) Several LTE UEs, working on
different bands, successfully integrated with the T2010 units and the small
cells, 5) ExpressMIMO2 and USRP SDR cards, 6) SIM cards from a Spanish
LTE operator to be used on commercial deployments.

4.2.1.5 FUSECO playground

FUSECO Playground [17] allows FLEX experimenters to execute even larger
scale experimentation with more LTE resources, in handover with 2G, 3G,
Wi-Fi, and in collaboration with cloud services. FUSECO integration with the
existing FLEX infrastructure adds values by supporting 5G research activities
with NFV, SDN, etc. The hardware resources that FUSECO playground is
offering to FLEX are summarized in the following: 1) ip.access LTE 245F
eNodeB, supporting LTE FDD bands 7 and 13, 2) OpenEPC 3GPP Evolved
Packet Core, 3) Virtualized LTE Network Functions (e.g. PDN-GW, SGW,
MME) over SDNs, 4) 3 LTE dongles UEs and 3 Android Smartphones,
5) ip.access Nano3G E16 (model 239A) UMTS IMT 2100 (supporting LTE
FDD bands 1, 2/5 and 4), 6) 3 Wi-Fi APs Cisco Aironet 3602e (supporting
802.11 a/b/g/n/ac), 7) Radio Signal Attenuation System with a frequency
range from 700 MHz to 3 GHz, allowing the configuration of attenuation of
1-127 dB in 1dB steps, 8) OpenIMS Core (IMS Call Session Control
Functions (CSCFs) and a lightweight Home Yes (ssh & OMF/FRCP Sub-
scriber Server (HSS), which together form the core elements of all IMS/NGN
access) architectures as specified today within 3GPP, 3GPP2, ETSI TISPAN
and the Packet Cable initiative. The four components are all based upon Open
Source software (e.g. the SIP Express Router (SER)).

4.3 Background and State-of-the-Art on Control
and Management of Testbeds

In this section we provide some information on the state-of-the-art tools for
testbed management and control, as well as federation setup, that existed prior
to FLEX, along with some insights on how these have been extended in order
to serve the goals paved by the project. These tools include control tools for
the management of the testbeds and federations, experimental plane tools,
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for conducting experiments over the testbed, as well as monitoring method-
ologies, for collecting measurements over the distributed testbed resources.

4.3.1 Slice-based Federation Architecture (SFA)

Slice-based Federation Architecture (SFA) [18] is used in order to facilitate
testbed federations, via providing a standardized interface. It provides a
minimal interface, which enables testbeds of different technologies and/or
belonging to different administrative domains to federate without losing
control of their resources.

SFA provides a secure, distributed and scalable narrow waist of function-
ality for federating heterogeneous testbeds. However, there are barriers to
entry to using SFA: a testbed owner would normally need to implement the
certificate-based authentication and authorization mechanisms used by SFA,
as well as coders and parsers for files that describe the resources on their
testbed.

Some examples of well-known tools that take advantage of the SFA
architecture are jFed [19], mySlice [20], OMNI [21], used to graphically
represent an experiment including resources from multiple sites.

4.3.2 cOntrol and Management Framework (OMF)

The management of several heterogeneous resources is a significant issue for a
testbed operator. The testbeds, which are participating in FLEX have adopted
the cOntrol and Management Framework (OMF) [22] for the administration
and experiment orchestration with the underlying resources. OMF was initially
developed in ORBIT by Winlab and currently its development is being led
by NICTA along with the contributions of other institutions like Winlab
and UTH. FLEX has adopted the “cOntrol and Management Framework
(OMF)” for providing experimentation services on top of the FLEX testbeds.
The framework allows for the transparent configuration of the underlying
resources, via the submission of a simple experiment description in a high
level language. The experimenter is able to submit this kind of description to
the testbed, and the different OMF components communicate with each other
and set up the experiment topology.

Currently, two different releases of the OMF framework are supported:
OMF5.4 and OMF6. OMF version 6 has introduced radical changes in the
architecture and philosophy of the framework. The main concept of the new
architecture is that everything is being treated as a resource and for every
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Figure 4.2 The OMF®6 architecture.

resource there is a dedicated resource controller (RC) responsible for control-
ling it. OMF 6 moves towards to an architecture, which incorporates loosely
connected entities, that communicate with a “publish-subscribe” mechanism
by exchanging messages that have been standardized (Figure 4.2).

In overall, OMF 6 aims to define the communication protocol between all
the entities rather than their specific implementation.

The messages of this communication protocol that are being exchanged
are defined in the federated resource control protocol (FRCP [23]). This
novel protocol defines the syntax of the messages, but not the semantics that
are subject to the different implementations concerning the various kinds of
resources (see Figure 4.2).

On the other hand, version 5.4 of the OMF framework is the most mature
of the frameworks released under the 5th release. It supports interoperability
with legacy OMF components. Although the exchange of messages is not
standardized like in the 6th version, the testbed administrator is able to define
a sequence of messages along the components and handle them appropri-
ately. The different building blocks of OMF are the following, as shown
in Figure 4.3:
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1. The OMF Experiment Controller (EC): The EC is in charge of receiving
the experiment description in a high level language named OMF Experi-
ment Description Language (OEDL) and generating the appropriate
OMF messages sent to the Resource Controller.

2. The OMF Resource Controller (RC): The RC is in charge of parsing the
OMF messages created by the EC and translating them in the appropri-
ate commands for configuring the resources, installing/starting specific
applications etc. The RC is generating OMF messages for monitoring the
experiment process.

3. The OMF Aggregate Manager (AM): The AM is providing administration
services for the testbed, like for example loading/saving an image on a
node, turning a node on/off, etc.

4.3.3 OML

OMF Measurement Library (OML) [24] is acting complementary to the
OMF framework and can be used for collecting distributed measurements
from new or existing applications (Figure 4.4). Although initially it was
developed to support the OMF framework, currently it can be used as a stand-
alone library. OML is now a generic software framework for measurement
collection.

OML is quite flexible and can be used to collect data from any source,
such as statistics about network traffic flows, CPU and memory usage, input
from sensors such as temperature sensors, or GPS location measurement
devices. It is a generic framework that can be adapted to many different uses.
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Figure 4.4 OML measurement library architecture.
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Networking researchers who use testbed networks to run experiments would
be particularly interested in OML as a way to collect data from their
experiments.

OML consists of two main components:

e OML client library: the OML client library provides a C API for appli-
cations to collect measurements that they produce. The library includes
a dynamically configurable filtering mechanism that can perform some
processing on each measurement stream before it is forwarded to the
OML Server. The C library, as well as the native implementations for
Python (OML4Py) and Ruby (OML4R) are maintained.

e OML Server: the OML server component is responsible for collecting
and storing measurements inside a database. Currently, SQLite3 and
PostgreSQL are supported as database back-ends.

4.4 Approach

In order to enable the experimentation potential of the distributed FLEX
platform, the resources offered by the consortium needed to be fully aligned
with the testbed tools and frameworks. To this aim, FLEX has built extensions
based on the aforementioned frameworks, as well as new platforms completely
from scratch, in order to facilitate the experimenter access and usage of the
LTE resources. The extensions and tools that FLEX has built are summarized
in the following principles:

1. Extensions for handling the LTE resources and SFA based fede-
ration: These include the definition of new Resource Specifications
(RSpecs) for the LTE network components that are present in each
facility. Moreover, the integration of these RSpecs and handling of the
equipment by higher layer tools, such as jFed, NITOS broker [25] and
Emulab [26] are included.

2. Tools for facilitating experimentation with the FLEX resources:
These tools include the development of a completely new service, able to
handle parameters from the base stations and core networks, and provide
a standardized API to experimenters. This service is built from scratch
during FLEX and named LTErf. Moreover, the tools in this section
include the definition of new OMF controllers for handling the LTE
equipment.

3. Monitoring applications of the LTE network status: Monitoring
applications have been developed by COSMOTE, the largest mobile
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operator in Greece, along with UTH. The applications are aiming at both
the depiction of network related information (e.g. Cell-Id, RSSI/RSRP,
LAC/TAC) and the identification of possible network issues (e.g. poor/no
coverage, unsuccessful handover). The tools are designed so as to
fulfill the commercial requirements both in terms of presentation and
functionalities. The tools developed are utilized in the context of FLEX
project during the project time course by the project partners as well as
by COSMOTE’s engineering staff, mainly.

4. A toolkit for enabling handover experimentation over FLEX: As
handover experimentation is of major importance for next generation
and 5G technologies, FLEX members have developed a rich toolkit for
enabling user-friendly experimentation and definition of handover exper-
iments. The handover experiments that are currently supported include
S1- and X2-based for LTE, as well as an SDN based handover scheme
for cross-technology based handovers (e.g. LTE to Wi-Fi/WiMAX/
Ethernet).

5. Mobility emulation and real-mobility framework: FLEX is providing
sites offering real mobility, through either predefined trajectory control
(iMinds) or fully uncontrolled mobility (UTH) inside the coverage area
of a macrocell setup. Using the information collected through these
real-world setups, including the signal fading for the different wire-
less channels, etc., FLEX is able to provision an emulation mobility
platform using the programmable attenuation platforms for the LTE
network. Through this framework, mobility patterns are used as pre-
defined patterns, which can be programmed in the emulators by the
experimenters.

6. Functional federation of the testbeds: This principle includes the oper-
ational engagement of the extensions for the control and experimental
plane tools, as well as the physical interconnection of the testbeds over
the GEANT network in Europe. Using the extensions for the federation,
resources from different testbeds inside FLEX are able to be bundled in
one single experiment description, including scenarios of cross-platform
interoperability (e.g. OAI femtocells and commercial macrocells from
NITOS in Greece, controlled by an EPC network setup in Eurecom
testbed in France).

The following section is describing in detail the extensions that FLEX has
built in order to provision truly open LTE and beyond resources to the research
community.
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4.5 Technical Work

4.5.1 Control Plane Tools

The control plane tools that FLEX has focused are the ones that existed in the
FIRE community before FLEX. The extensions to these tools are summarized
in the following list:

e Extensions to the NITOS Scheduler — Portal platform
e Extensions to jFed
e Extensions to the NITOS Brokering tool

4.5.1.1 NITOS Scheduler

The NITOS Scheduler [27] is a framework developed by UTH, dedicated to
the control and provisioning of testbed resources. It is developed in the spirit
of serving as many users as possible without any complicated procedures. Its
functionality relies on the OMF architecture. NITOS resources, namely nodes
and wireless channels, are associated with the corresponding slice during the
reserved time slots, in order to enable the user of the slice to execute an
experiment. UTH has enabled Wi-Fi spectrum slicing support in NITOS,
meaning that various users may use the testbed at the same time, without
interfering with each other, since each one of them is using different spectrum
blocks. The service can be adopted with very minor changes from any NITOS
like testbed. It is worth to mention that already the Eurecom FLEX site is
operating by adopting the NITOS Scheduler platform. It consists of a web
frontend and a database backend for selecting and applying the appropriate
firewall rules (for accessing the resources) and the spectrum restrictions (for
not colliding with other experiments). In order to incorporate the FLEX
resources, NITOS Scheduler has been extended in order to be able to parse the
RSpecs regarding the LTE resources. Moreover, the web-frontend has been
extended allowing the advanced filtering of the testbed resources, based on
their type and frequency of operation.

4.5.1.2 jFed

jFed [19] is a framework that allows a user to design an experiment using
resources of any of the Fed4FIRE’s resource pool. It makes it possible to
learn the SFA architecture and related APIs, and also to easily develop java
based client tools for testbed federation. jFed is built around a low level
library that implements the client side of all the supported APIs. A high level
library manages and keeps track of the lifecycle of an experiment. On top of
these two libraries various components have been built with different useful
functionalities. The most important are:
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e jFed Experimenter GUI (Graphical User Interface) and CLI (Command
Line Interface) that allow experimenters to provision and manage their
experiments.

e jFed Probe GUI and CLI that assist testbed developers to test their API
implementations.

e jFed Automated tester GUI and CLI that perform extensive automated
tests of the different testbed APIs.

The jFed framework that is used in FLEX has been extended to support LTE
experimentation. Hence an experimenter can design his/her experiment and
use the available LTE equipment. The equipment includes resources that are
filtered through their defined RSpecs, regarding either base stations, EPCs or
UEs. Moreover, the experimenter can alter the parameters that are used for
setting up their experiment (e.g. transmission power, IP address of MME and
PGW, etc.).

4.5.1.3 NITOS brokering
Fed4FIRE [5] project has been working towards federating experimental
facilities using one unified framework. The Broker entity, which is designed
by the Fed4FIRE project and implemented by the two partners who are also
participating in the FLEX project (UTH and NICTA) is offering the means for
resource discovery, reservation and provisioning of federated infrastructure
to the testbed users. Broker’s responsibilities contain the advertisement of
testbed’s resources to the interested users, but also the reservation and
provision of them. It is a way to easily federate OMF testbeds under the scope
of SFA [18]. However, it is not limited serving the SFA specification with the
XML-RPC interface. Broker should be seen as the main way for experimenters
to interact with an experimental facility. It offers additional interfaces beyond
XML-RPC, like RESTful and XMPP which leverages the new OMF Messag-
ing System. The main functions of the Broker are communication (through
the Broker’s available interfaces), Authentication/Authorization, Scheduling
and AM Liaison.

The brokering service adopted by NITOS-like testbeds has been developed
over the OMF6 framework and support the following configurations towards
allowing the efficient provisioning of the project’s testbeds:

e Discovery of the available LTE equipment in each testbed (base stations,
EPCs and UEs).

o Configuration of this equipment tailored to each experimenter’s needs
(e.g. using a NITOS base station with a 3rd party EPC network using
only the Internet connection).
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e Intercommunication among the the testbeds for the resource reservation.

e Setting up the proper user accounts for accessing the LTE components.

e Configuring the appropriate access rules on each testbed for isolating
concurrent experiments among different users.

The broker entity is interfacing the scheduler of each testbed and based
on the resources creates the appropriate RSpecs for advertising the testbed
components. It is also featuring multiple APIs for interfacing the SFA API
that it provides. The supported APIs are three; 1) an SFA client based, using
for example applications like SFI [28], 2) a REST based and 3) an FRCP [23]
based.

4.5.2 Experimental Plane Tools

The extensions that are described in this section regard the following:

e The definition of the LTErf [29] service, for handling all the FLEX
component parameters and easing the testbed federation, by allocating
end-to-end isolated paths.

e The extensions to the core OMF framework for supporting experimen-
tation with the LTE resources.

4.5.2.1 The FLEX LTErf service

One of the main challenges in provisioning an Open LTE testbed is the pro-
vided API for the configuration and setup of the involved LTE components. The
LTE components we refer to are the base stations, EPC network, monitoring
and datapath functions. In the following sections we refer to the “LTErf”
[29] service that has been developed through the FLEX project, aiming for
providing open and configurable APIs to the experimenters that take advantage
of the FLEX testbeds.

The service is built on top of the OMF AM entity and provides a REST
based interface for interacting with it. It is configured to reply with either
an XML format or plain text, depending on the query and the representation
that is requested by the end users. The APIs that are provided to the users are
abstractly divided to four classes:

e Base stations: The wireless parameters, as well as the configuration
of the base stations regarding their EPC interconnection should be the
same among different vendors of hardware. Examples of such common
parameters are the channel bandwidth, transmission power, etc.

e EPC networks: Similar to the base station approach, different EPC
networks should provide similar functionality and thus provide the same
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API for configuring them. Examples of such configurations are the
different network configurations (IP addresses and ports for the S1-MME,
S11, S6, S1-AP, etc. interfaces), Access Point Names (APNs) that will
be used, etc.

e Datapath configurations: Setting a datapath, meaning the way that
traffic will be routed beyond the EPC network, through a common API,
regardless of the datapath chosen (eg. Internet/GEANT). For the cases
of the GEANT network, the experimenter can set a VLAN tag for the
traffic that will be exchanged, thus creating an end-to-end isolated slice
on the wired network.

e Monitoring functions: As the equipment is already providing an API
for the collection of network performance measurements, the service
appropriately handles them and visualizes them to the end user.

The service has a modular architecture as shown in Figure 4.5. The different
northbound interfaces for the subservices are mapped to resource specific
drivers for controlling and configuring the diverse components. These drivers
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Base Station API
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parameters) S unscribers interfaces
A l/v 1
N Southbound
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Figure 4.5 The LTErf service architecture; single northbound interfaces are mapped to
several southbound depending on the type of the equipment.
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consist the southbound interface, written in the Ruby language, able to handle
the different methods of accessing the resources (e.g. SNMP/SSH access for
the components). Upon service startup, a configuration phase is employed
where the available resources (specified in a configuration file) are given to
the service.

Different modules on the southbound interface are used to configure the
different components are discovered and identified. During this phase, these
drivers are initialized and set-up. From now on, the user is interacting with the
web interface of the service, by addressing each resource using an identifier,
like for example nodel/node2 for the different base stations involved. The
service parses any requests and delivers them to the appropriate driver for
setting the respective resource.

The existing cellular solutions that are currently supported by the LTErf
service are the following: 1) ip.access femtocells, 2) OpenAirInterface cells,
3) Airspan Air4GS LTE macrocells, 4) OpenBTS components, for configuring
2G/3G circuit-switched networks along with the 4G and beyond ones, 5) the
Keysight T2010 conformance testing” units, 6) The SIRRAN EPC instances,
7) OpenEPC instances and 8) OpenAirlnterface EPCs.

4.5.2.2 OMF extensions

As OMF has been widely deployed worldwide, FLEX has extended the
available OEDL language for specifying experimental resources in order to
include LTE resources as well. The LTE resources that are currently supported
by incorporating them in an OMF experiment are:

1. LTE USB dongles, for connecting testbed nodes to the provisioned LTE
networks,

2. LTE Android enabled Smartphones, connected to the FLEX networks
and controlled over the Android Debug Bridge (ADB),

3. UE instances of the OAI platform.

These resources are currently supported by the FLEX platforms, by means of
the respective OMF Experiment Description Language (OEDL) extensions,
extended EC’s for controlling the LTE equipment and brand new RCs (for
both OMF versions).

The syntax is supporting configuring the LTE dongle to operate as a
modem/USB mass storage device, restarting it, turning on/off the radio, setting
an APN that will be activated for setting up the required PDP context, attaching
and connecting to the network and using a defined IP address.

The OMF ECs (both for OM6 and OMF5.4) have been extended in order
to support the updated experiment syntax and the generation of the OMF
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messages that are sent to the respective OMF RCs. For the case of the OAI
UE, the same API is used as in the case of the LTE dongles, yet the vast
configurability of the platform is allowing for the further extension of it in
order to support more configuration parameters.

The RCs are responsible for receiving and decoding the OMF messages
(FRCP for the case of OMF6) and translating them to the appropriate
commands. For the case of the LTE dongles, the diversity of the available
dongles inside the FLEX federation is posing several barriers that have to be
overcome by the RCs. To this aim, the RCs are using the standardized protocol
of AT commands [30] for interacting with the LTE dongles. The RCs for the
smartphone components have been developed in the same spirit the respective
ones for the LTE dongles.

Regarding the smartphone control, two RCs have been developed; an
OMF5.4 RC for controlling the smartphone over the Android Debug Bridge
(ADB) and an OMF6 RC for controlling it over the Wi-Fi interface. For the
case of the ADB, the smartphones are connected in the NITOS testbed to the
lightweight Raspberry-Pi based nodes that UTH has developed, or to standard
NITOS nodes, via the USB connection.

4.5.3 Monitoring Applications

COSMOTE and UTH have developed over the FLEX platform three
mobility/performance-related tools (Figure 4.6). The tools are decomposed to:

(a) Client applications running on Android devices, in “on-demand” mode,
“on-event” mode or “periodically”.

(b) Server-side infrastructure utilized to collect, store and process the related
mobility/performance measurements.

(c) A graphical environment (WebGUIs) with advanced filtering and presen-
tation capabilities, through which the measurements will be depicted.

4.5.3.1 FLEX QoE tool

The purpose of this tool is to present 2G/3G/HSPA/HSPA+/4G net-
work related information (including BSs locations/capabilities/name, cell
reselections/locations info, handover locations/info, etc.) in real time, over
Google Maps. It is also able to measure and depict QoE related measurements
in real time, such as signal strength (RSSI, RSRP, RSSNR, RSRQ, etc.),
latency, maximum download bitrate, maximum upload bitrate and upload the
QoE related measurements to a dedicated server for storage, post processing.
The collected measurements are depicted via a user friendly web interface.
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4.5.3.2 FLEX problems

The aim of the FLEX problems tool, is to notify the MNO, in real-time,
on network issues/problems (e.g., areas exhibiting huge number of cell
reselections, poor coverage, no coverage, high number of handover failures).
The client application runs on Android devices and could start either at power
on, or manually. The application could be: (1) utilized by MNO staff (mobile
Ul is required in this case) and/or (2) offered by a MNO as a commercial
application (running in background — no mobile UI required). In either case
a graphical environment (WebGUI) shall be made available to the MNO
so as to be informed on those network events. More specifically, the basic
features of the FLEX problems client App are the following: 1) Presents
at terminal screen 2G/3G/4G network-related info (BS name, BS-id, RAT,
cell-id, LAT/TAC, RSSI/RSRP, RSRQ, etc.), 2) “Listens” to the environment
(2G/3G/4G) continuously and the terminal status (offhook, busy), 3) In case
of an event (cell change on idle, handover, low-RSSI) it uploads, in real-time,
to a dedicated server, the relevant measurements. 4) If the network is not
available (handover failure, no coverage), it queues the “measurements” and
uploads them (automatically) upon “network recovery”, 5) Presents at terminal
screen info, in real-time, regarding the number of cell reselections, handovers,
poor coverage location identified, along with the number of queued messages
(if any).

4.5.3.3 FLEX_netchanges

The aim of this application is to (automatically) measure the network per-
formance in terms of signal strength (RSSI, RSRP, RSSNR, RSRQ, CQI),
latency, maximum download bitrate, maximum upload bitrate) periodically
(e.g., every X minutes). The application could be: (1) deployed by an MNO,
on its own terminals distributed at specific locations — terminal operation could
be remotely controlled and/or (2) offered by the MNO as a commercial app
(running in background — no mobile Ul required in this case). This application
can serve as “real-time” network probes, in order the MNO to be notified
on network performance e.g. in cases of Self-Organized Networks, network
changes, etc.

4.5.4 Handover Toolkit

The handover toolkit available across the FLEX testbeds is an open framework
that allows the configuration of the handover parameters for facilitating this
type of experimentation. The following setups are supported:
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e Sl-based handover, using the commercial FLEX equipment.

e X2-based handovers, using the OpenAirlnterface equipment.

e Cross-technology handover frameworks, using SDN and any types of
LTE equipment.

4.5.4.1 S1-based handovers

In accordance with the FLEX project requirements to support experimentation
of handover scenarios, SIRRAN and ip.access have extended the capabilities
of their equipment (femtocells and EPC) to include S1 based handovers,
between eNodeBs, connected to a single MME. Although S1 handover is
normally utilised to facilitate transfer between eNodeBs that are connected to
different MMEs, the NITOS and w-ilab.t testbed installations of the SIRRAN
EPC use only a single MME component, so the functionality was designed in
the EPC with this in mind. Initial development and testing was performed in
SiRRAN’s labs, using ip.access LTE245 and E40 radios.

4.5.4.2 X2-based handovers
Regarding the setup of the X2-handovers using the OpenAirInterface platform
[31], within FLEX the extensions to support this type of handover procedure
has been developed. X2 handover has several advantages compared to the
conventional SI/MME handover used by other FLEX testbeds. The main
key-features are described below:

1. The whole procedure is performed directly by the eNBs (without EPC).
There is a direct tunnel formed between source and target eNBs for
downlink data forwarding in handover execution time.

2. MME is involved only when the handover procedure is completed in
order to setup the new network path.

3. The UE release context at the source eNB side is triggered directly by
target eNB.

Thus, X2 handover minimizes the latency of the EPS network. A handover
experiment in OAI can be performed using a different set of parameters
that are managed via configuration/command-line (User CLI) inputs. User
CLI provides certain commands for runtime control and monitoring of the
OAI X2 handover. The parameters that can be adjusted are time to trigger,
hysteresis parameter for this event, the frequency specific offset of the
frequency of the neighbour cell, the cell specific offset of the neighbour cell,
the frequency specific offset of the serving frequency, the cell specific offset of
the serving cell, the offset parameter for this event, coefficient RSRP/RSRQ,
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parameter for exponential moving average (EMA) filter for smoothing any
abrupt measurements variations. The developments take place over the OAI
networking stack, thus enabling for the further extension and development of
new policies for handover (e.g. [32]).

4.5.4.3 Cross-technology Inter-RAT SDN based handovers
Regarding the cross-technology inter-Radio Access Technology (RAT) han-
dover framework, it is based on the OpenFlow technology [33], able to perform
seamless handovers among different technologies (e.g. Wi-Fi to LTE, LTE
to Ethernet, Wi-Fi to Bluetooth, LTE to WiMAX, etc.). The architecture
adopted for the realization of the framework in NITOS is depicted in the
Figure 4.7.

The framework is called OpenFlow Handoff Control (OHC) [34] and
is consisting of two different entities; the mobile clients and the destination
servers. During a handoff, network address changes take place at the mobile
host, which break the established connections if no proper management is
applied. These changes are induced by the different gateway used by each
RAN, or by the NAT process that is always present before the traffic is routed
to the Internet. With the OHC scheme the changes are handled at two points;
on the client that performs the handoff and just before the traffic reaching
the destination server. By using the OpenFlow technology, we are able to
establish custom flows on a network switch, by mangling the exchanged traffic
accordingly so as the connections are not dropped.

The key for applying our scheme relies on creating virtual OpenFlow
enabled switches. To this aim, on the mobile node we employ the architecture
illustrated in Figure 4.7; we place all the available networking interfaces in a
single switch. By relying on the Open vSwitch framework [35] for the creation
of our switches, the switches residing on the mobile node are OpenFlow
enabled. The Operating System on the mobile node communicates only with
the bridge device as a network interface and uses it as the default interface
for any outgoing/incoming traffic from the mobile node. The controller that
is establishing the flows on this virtual switch is in charge of selecting
the appropriate southbound interface (e.g. Wi-Fi, LTE) for sending out
the traffic.

The respective changes for adopting our framework have to take place
before the traffic is delivered to the destination application. As we described, in
the case that the bridge on the mobile node has an IP address of the 10.0.0.0/24
subnet while the Wi-Fi interface bears an IP address of the 192.168.0.0/24
subnet, the flow on the switch will change the source IP and MAC address
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of each outgoing packet to match the address of the Wi-Fi interface, and
the respective destination MAC address to match the one of the target Wi-Fi
Access Point. For the incoming packets, the opposite procedure has to take
place.

The testbed application of our framework is the following. On our mobile
node we use Open vSwitch (OvS) for our bridging solution, and enable its
control from an OpenFlow controller residing on the same machine. We
employed the Trema framework [36] as our solution for implementing our
OpenFlow controller. Finally, we unified both the operation of our afore-
mentioned algorithms (server side and mobile node side) in one controller
instance, which is able to control multiple datapaths (mobile node and NITOS
OpenFlow switch).

A comparison of the FLEX inter-RAT framework for LTE to Wi-Fi hand-
overs against other state-of-the-art solutions for cross-technology handovers
or higher-layer solutions is shown in Figure 4.8. As it is illustrated, both
achieved throughput and delay through this scheme are better, compared
to other technologies, and as if the interfaces were acting as standalone
connections to their network.

4.5.5 Mobility Emulation Platforms

Data captured from the real network setup are used in order to feed the
mobility emulation platforms. The data that is used for generating the patterns
is collected from monitoring applications, residing at the FLEX testbed nodes,
and after their anonymization (removing all the user sensitive information,
such as the phone’s IMEI, the card’s IMSI, etc.) are fed to the emulation
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platform. The selection of a tool like the Qosmotec platform (by iMinds) is
crucial, as it provides the experimenters with the potential to fully replicate a
real world mobility experiment with the emulation platform.

Path loss models can be used to calculate the reduction in power density
of the signal between two radio devices. The results of path loss model
calculations can be used to feed the emulation mobility platforms (attenuators,
LTE cells and UEs) and emulate signal attenuation. The simplest path loss
model is the free-space path loss (FSPL) model that presents the loss in signal
strength on a line-of-sight path without any obstacles [37]. The calculations
are straightforward but do not model real conditions. For cellular networks,
the Walfisch-Ikegami (COST231 project) [38] and Erceg model [39] are
frequently used. The ITU-R P.1238 model [40] is developed for indoor
conditions. Most of the models are used for lower frequencies (<2 GHz),
but by adding a certain correction factor, they can still be used for higher
frequencies.

4.5.6 Functional Federation

In order to enable the functional federation across the FLEX islands, dedicated
end-to-end slices have to be reserved from one testbed to another, utilizing the
GEANT network. The tools that enable such access are the the LTErf service
and jFed. LTErf has been developed in a manner that allows user defined
datapath control. However, the incorporation of LTE resources in the testbed
network creates several issues that are not present when dealing with other
resources than the LTE ones. Since no ARP protocol is used on the LTE access
network, and until data reaches the EPC, the EPC service is endowed with the
process of handling the ARP messages for the data incoming to the EPC for
the PDN-GW and towards the UE. As the address with which the EPC replies
to any ARP request destined to the UE is always the same, we had to create
a book-keeping mechanism for mapping the appropriate traffic flows to each
UE. To this aim, the service is able to generate dynamically an OpenFlow
controller that is able to appropriately map each request to each client based
on the APN they use, and establish accordingly the traffic flows. Similar to
this, the service is supporting the VLAN creation through an HTTP command,
and adding it to the datapath so that the experimenter can create end-to-end
isolated slices of the infrastructure, incorporating different components from
different testbeds with guaranteed bit rates. Since the GEANT connections are
delivered as a VLAN interface at the testbeds, the service enables the creation
of dedicated QinQ VLANSs inside them, per each user request.
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The jFed provisioning of end-to-end slices is based on VLANs which
are provisioned and then stitched together at points where they meet. The
workflow in the jFed tool is as follows:

o The experimenter draws in an experimenter tool a link between two nodes
on different testbeds (which is translated in an RSpec).

e When the tool starts provisioning, it first calls the Stitching Computation
Service (SCS) which calculates a route between the two testbeds based
on the layer 2 paths it knows. The SCS augments the RSpec with this
information.

e The tool then knows also intermediate hops in the path (e.g., GEANT,
Internet2) and can call them to set up the path.

e In the end, all the parts of the links and nodes become ready, and the
experiment is ready.

For this fully automatic stitching, the VLAN numbers are dynamically chosen
based on free VLAN overviews, tries and retries.

4.6 Results and/or Achievements

The experimentation potential that the FLEX platform is fulfilling is mirrored
in the different number of use cases and scenarios that can be executed over the
testbed. Indicatively, we present some experiments that have been successfully
executed over the FLEX testbed, along with some experimental results. We
focus on the following scenarios:

1. Spectrum coordination schemes for LTE in unlicensed bands, using
semantics.

2. The development of an offloading framework using the commercial
equipment.

4.6.1 Semantic Based Coordination for LTE in Unlicensed Bands

One of the types of different experiments that can be executed over FLEX
testbeds deal with Dynamic Spectrum Access (DSA) for heterogeneous
technologies, along with their spectrum coordination algorithms. To this aim,
several works have been executed demonstrating the coordination of spectrum
for different technologies, using either the commercial LTE equipment [41]
or the OAI setup [42].

In this subsection, we focus on the LTE and Wi-Fi coexistence in an
unlicensed band environment. Wi-Fi and LTE are different RATs designed for
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specific purposes at different frequencies. In the cases when they are required
to coexist in the same frequency (e.g. LTE in Unlicensed bands) time and
space, increased interference is caused to each other along with an overall
system degradation because of a lack of inter-technology compatibility.

For LTE-U (LTE in Unlicensed bands) operation, several challenges have
to be tackled for the efficient coexistence of LTE and Wi-Fi technologies. The
key differences among the two technologies lie in the medium access method;
Wi-Fi uses CSMA/CA, a “listen before talk” method in order to access the
medium. In case of an unsuccessful transmission, the Wi-Fi device executes an
exponential backoff algorithm before accessing the medium again. Contrary
to that, and since LTE is designed for use under a licensed band environment,
LTE is using OFDMA (Orthogonal Frequency Division Multiple Access).
The coexistence of the two different technologies within the same band,
can seriously affect the performance of Wi-Fi. Therefore, efficient spectrum
management and power control should be employed for accommodating both
of these technologies within the same band. In this use case, we focus on the
spectrum coordination solution called CoordSS [42], which is using semantics
for the coordination between Wi-Fi and LTE.

Figure 4.9 presents a conceptual overview of the CoordSS networking
architecture. Three verticals and three horizontals can be identified in the
architecture. The following verticals represent different views on top of the
same set of foundational concepts:

e Network Environment — represents the “real” world. This includes
hardware devices as well as physical phenomena (such as frequencies)
along with their properties.

Spectrum Performance  Inventory i i
Network AP = ige i ssC Measl,gﬁmen'is N
Resources /A m A Y% annels |~
A Emate T Wireless Frequencies | =4
| Capabilities
i 0O
H (@)
[ [ Network nodes [ > 3
Networkin, Network nodes =
= Y @
B 3 S
i i o~
=
. ; ] o
f EN——
R Networks
uEs [ Dloeces e |,

i SEMANTIC
NETWORK ENVIRONMENT ONTOLOGIES RESOURCES

Figure 4.9 CoordSS Network model for semantic based coordination.
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e Ontologies — are used to formalize domain specific knowledge that is
independent of the context. They contain semantic definitions related
to the meaning and purpose of the network environment. Ontologies
are created by the domain experts and can be viewed, understand and
managed by the humans as well as by the machines.

e Semantic resources — are the results of a semantic annotation of the net-
work environment by mapping between the environment and ontologies.
More precisely, if there is a physical resource that can be understood
using the given set of ontologies it becomes the semantic resource.

Horizontals represent the main concepts in our network model. In the
coordination algorithm, they play the roles of sources and/or destinations.

e Network resources — constitute the state and capabilities of the envi-
ronment where BSs and UEs are working. They are the primary source
of data for reasoning during the coordination. On the networking envi-
ronment level, we are using spectrum sensing devices (such as Wiser
[43]), connection bandwidth monitoring applications (such as iperf’) and
the inventory repository (Note that FLEX testbeds regularly provide
such a service). The ontologies level consists of the Spectrum Sensing
Capability (SSC) ontology (for describing spectrum sensing) and the
Wireless ontology (for describing frequencies, channels and radio bands).
And at last, semantic resources level contains data for FFT analysis
of frequencies, connection speed, device parameters and their changes
over time.

e BSs — nodes that provides access points for UE. They are a backbone
for network communication. The OAI [7] ontology is used to describe
such devices. The coordination protocol uses a semantic representation of
BSs to decide which parameters can be changed to improve networking.
Such parameters include their power signals, position (if applicable) and
communication channel.

e UEs — client nodes that form networks so they can send and receive data
among them. We can have multiple networks, and one UE can belong
to any number of networks (but we view it as a separate UE for each
network). Therefore, each device is identified by a network name to
which it wishes to belong to. Semantic resources for UEs contain client
demands for communication.

Coordination is centralized on one machine that is running the CoordSS Coor-
dination server (CCS). The CCS is responsible for running the coordination
algorithm, providing client/server communication with the network resources,
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mapping network resources to semantic resources, maintaining a semantic
store that holds ontologies and semantic resources and executing SPARQL
queries. The coordination algorithm is invoked in case the network environ-
ment changes, namely when a new BS or UE is introduced or when network
resources fluctuate (e.g. changes are observed regarding the performance or
spectrum). Clients send their spectrum, performance and node description to
the server. This data is in a native format. CCS maps such data to semantic
resources and stores them in the semantic store. The semantic store is used
for storing and retrieving triplets, basic building blocks of ontologies and
semantic resources. SPARQL queries are the standard way for retrieving
semantic data, and are used by the coordination algorithm for all reasoning
as well.

The main objective of the CoordSS coordination algorithm is to assign
radio channels to the networks that are under its control. Any network that
participates in our algorithm must have all of its nodes (UEs and BSs)
registered to the CCS. Registered nodes send data to the CCS and also
receive control messages from it. In our case, only channel allocation control
commands are sent, but more elaborated control is also possible. When the
algorithm decides to assign a channel to a network, commands are sent to all
the nodes belonging to that network to switch to the new channel configuration.

There are two possible scenarios that we consider:

1. (S1) The network is part of the network environment and all of its nodes
are aware of the CCS. This network does not have a channel assigned to
it, but the coordination algorithm is responsible to provide one.

2. (S2) An uncoordinated network appears in the network environment
(LTE or Wi-Fi network). This network uses its own algorithm for
channel assignment. This network can interfere with existing coordinated
networks. Our algorithm detects such a situation and resolves any
interference by re-assign channels of the coordinated networks.

For the experimental evaluation of the proposed algorithm, we employ the
NITOS testbed of the FLEX federation. The rich environment that NITOS
is offering is utilized in order to configure the suitable environment for the
experimental evaluation in real world settings of the CoordSS framework. To
this aim, we employ the following testbed components:

e A pair of USRP B210 models, that will serve as the RF front-end of the
deployed LTE network.

e Several Wi-Fi enabled nodes, that will be used as the contending traffic
in the unlicensed under study bands.
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e The OpenAirlnterface (OAI) platform, that provides the execution of
a 3GPP EUTRAN over commodity hardware, with the appropriate RF
front-end. The OAI platform has been extended in order to allow its
operation in the unlicensed bands.

The experiment topology is shown in Figure 4.10. The following methodology
was used during the experiment. At first, only Wi-Fi stations were involved.
Each Wi-Fi network would randomly choose a channel, and the resulting
throughput was measured. This procedure was repeated 100 times and the
average throughput was calculated. After that, wireless node 1 randomly chose
a channel, wireless node 2 received a channel from CoordSS server, and the
throughput was measured. The results are shown in Table 4.1. The second part
of the experiment, besides the coordinated Wi-Fi networks, involved the LTE
eNB, with and without coordination. A similar procedure, was applied. The
results are shown in Table 4.2.

The results show the importance of the coordinated spectrum usage. Due
to arelatively low number of the involved nodes, the average throughput is not
very much improved by the coordination. However, the coordinated network
has more stable throughput than the uncoordinated one, i.e. the difference
between the lowest and the highest throughput is rather large in uncoordinated
network. We should also have in mind that the output power of the USRPB210
is relatively low (10 dBm). Therefore, the influence of the dedicated LTE eNB
on Wi-Fi would be much higher.
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Figure 4.10 CoordSS experimental setup.
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Table 4.1 Coordinated and uncoordinated shared spectrum access with Wi-Fi stations
Wi-Fi Throughput (Mb/s)

Min Average Max
Uncoordinated 11.5 19.6 22.8
Coordinated 22.8 22.8 22.8

Table4.2 Shared spectrum access with coordinated Wi-Fi networks and (un)coordinated LTE
eNodeBs

Wi-Fi Throughput (Mb/s)

Min Average Max
Uncoordinated 10.6 16.7 22.8
Coordinated 22.8 22.8 22.8

4.6.2 FLOW LTE to Wi-Fi Offloading Experiments

As the explosion of Internet and mobile data traffic has placed significant
pressure on cellular networks, data offloading to complementary networks
(e.g. Wi-Fi) seems to be the most viable solution. For the operators, in contrast
to network planning strategies for upgrading, expanding and building up new
infrastructure, which means extra capital and operational costs (CAPEX and
OPEX), offloading can offer a sufficient and low cost solution for cellular
load decongestion. Mobile Data Offloading is also significantly important
for the mobile users, who can further benefit from short-range links so as to
achieve better performance and experience better quality of communication by
shifting to complementary networks. FLOW architecture aspires to address the
challenges that offloading brings and create an open and applicable framework
for implementing advanced offloading techniques in heterogeneous networks
(LTE & Wi-Fi).

The FLOW experiment is realizing LTE to Wi-Fi offloading techniques
over the FLEX testbeds (Figure 4.11). The components that have been
developed during FLOW have been described in detail in [44]. Nevertheless,
we provide a brief description of the components needed for the execution of
the offloading framework:

1. Wi-Fi Access Gateway (WAG): WAG is serving the role of the the
actual gateway of the Wi-Fi mesh network that is used for offloading the
LTE clients. Although the implementation of such a device would seem
straightforward, in the FLOW framework we differentiate the traffic that
is exchanged from the offloaded clients in order to meet some minimum
requirements paved by the SLA that they have with the network provider.
To this aim, and as we have described, we employ the Linux traffic queues
for traffic shaping services.
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2. PDN Gateway (PGW): The LTE PGW interface is in-charge of terminat-

ing the SGi interface towards the PDN. In the case of multiple PDNs, more
than one PGW will be available for the UE of the network, depending
on the Access Point Names (APNSs) used for the network. With FLOW
we extend the functionality of the PGW in order to enable the operation
of our offloading scheme. We implement an Open-vSwitch [35] bridge
that enables the dynamic bridging of two different entities, Wi-Fi mesh
network and the LTE network, and attaches the FLOW framework to take
care of the low level network functions that have to be employed for the
proper operation and routing of packets to the Internet.

. FLOW offloading framework: The FLOW offloading framework has

been designed in order to coordinate the interaction among the WAG and
PGW elements. By employing a Software Defined Networking manner,
we bridge the heterogeneous RANs and through a controller service
we are able to select the respective RAN from the network provider’s
perspective. The policies that we implement for the offloading process
are based on the load that each femtocell can provide and some predefined
SLAs that each client has contracted with the provider. Moreover, based
on the QCI parameters per UE in LTE, we allocate each of the offloaded
clients to the respective traffic queue, upon which we schedule the
transmissions of the respective data to the WAG and then the rest of
the Wi-Fi mesh network.

. PCC (Policy Control & Charging): The PCC unit is in charge of

applying the proper control of the policies and charging of the clients per
subscriber basis, and based on the QoS class that they belong. As FLEX
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components do not include a PCRF component, we have implemented it
over the FLOW network to allow monitoring of each client. We are able
to both monitor the data that a UE exchanges over the LTE or the Wi-Fi
network, and is relying and interacting with the aforementioned schemes
(FLOW, PGW, WAG).

For the setup of the FLOW offloading experiment, we employ the IEEE
802.11s extensions that are available in the NITOS testbed images. They are
used for forming a multi-hop Wi-Fi mesh network for offloading the LTE
clients. As in the NITOS indoor testbed all the nodes are able to “see” each
other, we isolate the access nodes by adding specific next hop neighbours in
order for the traffic that we send to use at least 2-hop paths before reaching
the WAG gateway. The WAG component is also located in the NITOS testbed
and is connected via a 1 Gbps connection to the EPC server that we use.
Regarding the WAG configuration, we use a tap-based tunnel for the
communication of the EPC and the WAG components (Figure 4.12). We
choose this type of connection as the PDN-GW is also represented a tap
interface. On the node that is playing the WAG role, we use Open-vSwitch
on the node in order to bridge the two interfaces (tap and Wi-Fi mesh). Based
on a predefined set of IP addresses that we use for the Wi-Fi clients, sharing
the same IP range with the LTE ones, we allocate them to a different traffic
queue inside Open-vSwitch. Using external applications, such as the “tc” [45]
traffic control service, we are able to throttle appropriately the traffic that is
delivered to each client, based on the delivery IP address of each client. For the
application of the different QoS profiles that each UE is using, we utilize the
functionality that SIRRAN’s LTEnet is offering, allowing us to setup different
subscriber groups with multiple subscribers. Based on this configuration and
groups, the EPC is able to throttle the traffic either on the DL or on the UL
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Figure 4.12 FLOW PGW extensions for FLEX.
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that they exchange over the EPC network. This already supported functionality
alleviates the employment of similar traffic throttling solutions for the LTE
network, contrary to what happens for the Wi-Fi mesh network.

As within LTEnet the traffic that is delivered to the PGW interface
is represented as an Ethernet tap interface, we used an altered version of
the default “GEANT” datapath that is available in NITOS as our starting
point. This “GEANT” datapath [29] is enabling the bridging of the PGW
interface (that is reflecting an APN inside the network) and the GEANT
VLAN termination point in NITOS. The architecture that we have employed
is depicted in Figure 4.13.

The cornerstone of the FLOW offloading management framework relies
on the operation of the controller managing and establishing flows on the
Open-vSwitch bridge on the LTEnet installation. For our initial tests and
the experimental evaluation of the offloading frameworks, we developed a
framework based on some predefined SLAs for all the involved clients.

The FLOW controller is in charge of the following actions:

1. Based on the first packet that it receives from the LTE client, checks
whether the client’s SLA can be met from the current capacity and bearer
allocation at the LTE network.

2. Decides whether to offload the client or not.

3. In case that the client will not be offloaded, the controller establishes the
proper flows that allow the communication of a client from the PGW
interface to the Internet or the GEANT network.

4. If the client will get offloaded the following actions are triggered:

a. The controller triggers an assisting FLOW application running at the
EPC which communicates the offloading message via the testbed
control network to the UE. Another similar application that is
installed on the testbed node, handles the message and instructs the
wireless network interface to connect to the Wi-Fi mesh network.
From now on, the offloaded UE will use the Wi-Fi network as the
default gateway for sending traffic.

b. The controller Is communicating a similar message to the WAG
component. The WAG, based on the SLA for network capacity,
allocates the node on the proper HTB queue of the system, thus
scheduling appropriately and shaping the DL traffic that the client
will receive over the Wi-Fi network. Finally, the controller estab-
lishes the appropriate flows on the Open-vSwitch bridge of the EPC
network to use the WAG-tap interface as the default interface for
the specific UE.
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5. Continues monitoring the environment conditions, through similar mes-
sages received from the Wi-Fi mesh. In case that a client has left the LTE
network, and the SLA of an offloaded client can be met from the LTE
network, it reinstructs the client to connect to the LTE network, following
a similar procedure like the one described in step 2.

6. Monitors the traffic load that each client has sent over the WAG/PGW
interface in order to apply the pricing and charging functions.

The overall architecture that we adopted for an initial setup at the NITOS
testbed is depicted in Figure 4.13. The setup at this point has been mapped
over the NITOS testbed.

For the evaluation of the FLOW experiment, we performed offloading
based on some pre-defined SLAs for the LTE network. The SLAs that we
used for each LTE node are summarized in Table 4.3.
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Figure 4.13 FLOW experiment setup.

Table 4.3 SLA setup for the FLOW offloading experiment
NITOS LTE Node SLA for DL Bandwidth

Node054 15 Mbps
Node058 20 Mbps
Node074 10 Mbps
Node076 30 Mbps
Node077 7.5 Mbps

Node083 5 Mbps
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The total capacity of the LTE network that the NITOS testbed is serving per
femtocell is approx. 70 Mbps for the DL channel. Similarly, the total through-
put (meaning the measured throughput from a client application) that the
Wi-Fi mesh is achieving when using 2 hops is approx. 18 Mbps. Based on
these given facts, and on the qualitative results that we expect to get from
the theoretical framework that we have applied, always the client that is
has the highest demand on DL bandwidth will be offloaded to the Wi-Fi
mesh network. If his/her demand cannot be met by the Wi-Fi network, the
second highest in demand client will be selected to be offloaded, or else the
third, etc.

Below we present some first experimental results and how the clients have
been reallocated to use the Wi-Fi network, for the given SLAs. As we can see,
the experimental analysis (Figure 4.14) matches the theoretical framework
expectations. It is worth to mention, that for the validity of our results we
used Wi-Fi bands in the 5 GHz band, so that there is no external noise or no
overlapping with the rest of the 802.11 frequencies.

This experiment is depicting an example run from the FLOW offload-
ing over the NITOS testbed. The clients are admitted to the LTE net-
work every 10 seconds, and the FLOW framework is handling these
requests for offloading them to the Wi-Fi network. For this experiment run,
node054 and node058 are using the LTE channel for the first 20 seconds.
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When node074 is admitted to the network, the framework checks whether
the node can be served by the Wi-Fi mesh network. However, the request for
30 Mbps DL traffic cannot be met by the Wi-Fi network and therefore the
framework selects the second highest demanding client, which is node(054.
Similarly, when the rest of the clients are admitted to the LTE network, their
total demand does not exceed the total LTE channel capacity. When the last
client (node083) is admitted to the LTE network, the requested capacity will
exceed the one that can be provided by the LTE channel. Therefore, the
framework selects the most demanding client that is already served by the
LTE network to offload to the Wi-Fi mesh. Nevertheless, the SLAs must be
met at the Wi-Fi mesh network as well. Therefore, the choice that will make
the best utilization of the network is the node083 itself, as it will be able to
both get the remaining capacity of the mesh network and meet its demand for
bandwidth.

Discussion

The potential of the FLEX federation of 4G and beyond testbeds has been
demonstrated through the execution of some example experiments over the
infrastructure. Yet, these are only a small portion of the experimentation
capabilities of the platform, as several more have been proposed and are
currently under execution. These include aspects regarding contemporary 4G
network deployments, for either providing network measurements under a
completely controlled environment, or developing new products designed
for 4G and beyond applications, as well as aspects that will be addressed
by the upcoming LTE releases and ultimately the 5G protocols, like for
example narrow-band LTE development, Device-to-Device communications,
NFV/VNF applications for the EPC, software defined backhauling for cellular
networks, and even the development of software-defined base stations.

The platforms that are built through FLEX include high configurable
equipment that is used for both development and evaluation of technologies
for contemporary mobile networks, as well as for setting the cornerstone for
the development of the first 5G pilots over the testbeds, using the open source
software. Examples of such cases are also the experimental evaluation of
functional splits for LTE over FLEX, the development of duplex schemes for
wireless communications and others.

The high programmability of the platform and the vast potential that
it has provides the community with the unprecedented chance to experi-
mentally evaluate aspects for 5G networks using the existing infrastructure.
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Moreover, the measurements that are provided by the testbeds, are given
through open access to the community, thus enabling the implementation of
algorithms regarding Big Data analysis, data mining techniques, etc.

Conclusions

FLEX is providing the infrastructure and platforms for the experimentally
driven evaluation of scenarios including mobile broadband and potentially
5G networks. FLEX is filling a crucial gap in the existing infrastructures for
the development of the Future Internet platforms, as it is the first pilot project
that enhances FIRE’s resource pool with cellular technologies.

In this chapter, we have presented briefly the FLEX platforms, and
described the tools that have been developed in order to enable meaningful
experiments to be executed over FLEX. These include tools for conducting
federated experiments across the FLEX testbeds, always in line with the
existing Fed4FIRE efforts in Europe, as well as for the user-friendly experi-
mentation with the underlying equipment. Finally, some indicative use cases
that take advantage of the infrastructure and platforms have been presented,
as a means to demonstrate the potential of the platform. These include some
crucial issues that are considered by the research community, such as the
Wi-Fi and LTE coexistence in an unlicensed environment, as well as the Wi-Fi
to LTE offloading process.
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Abstract

Mobile broadband (MBB) networks (e.g., 3G/4G) underpin numerous vital
operations of the society and are arguably becoming the most important piece
of the communications infrastructure. Given the importance of MBB net-
works, there is a strong need for objective information about their performance,
particularly, the quality experienced by the end user. Such information is valu-
able to operators, regulators and policy makers, consumers and society at large,
businesses whose services depend on MBB networks, researchers and inno-
vators. In this chapter, we introduce the MONROE! measurement platform:

'MONROE is funded by the European Union’s Horizon 2020 research and innova-
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An open access, European-scale, and flexible hardware-based platform for
measurements and custom experimentation on operational MBB networks
with WiFi connectivity. The platform consists of mobile and stationary
nodes that are flexible and powerful enough to run most measurement and
experiments tasks, including demanding applications like adaptive video
streaming. Access to such a platform enables accurate, realistic and meaningful
assessment of the performance of MBB networks by continuously monitoring
these networks via active testing (e.g., delay test, web performance test,
download speed test) and context metadata collection (e.g., connection mode,
signal strength parameters). The multihoming feature of MONROE allows for
the comparison of different networks under similar conditions as well as the
exploration of new ways of aggregating providers to increase performance
and robustness. In this chapter, we showcase the monitoring capabilities
of the platform by analyzing preliminary performance measurement results.
Considering that MONROE is open to external users, we further discuss a
representative set of measurements and experiments to highlight the potential
use cases of the platform. We argue that mobile measurements over operational
networks, hence platforms such as MONROE, are crucial not only for
characterizing and improving the user experience for services that are running
on the current 3G/4G infrastructure, but also for providing feedback on the
design of upcoming 5G technologies.

5.1 Introduction

Wireless and mobile access to the Internet have revolutionized the way
people interact and access information. Mobile broadband (MBB) networks
have become the key infrastructure for people to stay connected everywhere
they go and while on the move. According to Cisco’s Global Mobile Data
Traffic Forecast [1], in 2015 the number of mobile devices grew to a
total of 7.9 billion, exceeding the world’s population. Also, fourth gener-
ation (4G) traffic exceeded third generation (3G) traffic for the first time
in 2015 [1].

The society’s increased reliance on MBB networks has made provisioning
ubiquitous coverage the highest priority target for mobile network operators,
as well as focusing on performance and user quality of experience (QoE).
MBB coverage and performance experienced by the end-users are of great
importance to many stakeholders including mobile subscribers, regulators,
governments and businesses whose services depend on MBB networks. This
also motivates researchers and engineers to further enhance the capabilities
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of mobile networks, by designing new technologies to cater for plethora of
new applications and services, growth in traffic volume and a wide variety
of user devices. In this dynamic ecosystem, there is a strong need for both
open objective data about the performance and reliability of different MBB
operators, as well as open platforms for experimentation with operational
MBB providers. On the one hand, objective performance data is essen-
tial for regulators to ensure transparency and the general quality level of
the basic Internet access service [2], especially in light of an evolution
of service offerings beyond the best-effort traffic mode, including a bal-
anced approach to net neutrality. On the other hand, custom experimental
approaches are key to forwarding our understanding and driving innovation in
MBB networks.

Characterizing the performance of home and mobile broadband networks
requires systematic end to end measurements. Several regulators have trans-
lated this need into ongoing nationwide efforts, for example, the FCC’s
Measuring Broadband America initiative [3] in the USA. Operators and
independent agencies sometimes perform drive-by tests to identify coverage
holes or performance problems. These tests are, however, expensive and do
not scale well [4]. Another approach is to rely on end users to run performance
tests by visiting a website (e.g., [5]) or running a special measurement
application (e.g., [6]). The main advantage of this approach is scalability:
it can collect millions of measurements from different regions, networks and
user equipment. However, with such an approach, repeatability is hard and one
can only collect measurement data at users’ own will, with no possibility to
either monitor or control the measurement process. Furthermore, mostly due to
privacy reasons, these measurements do not provide rich context information
and metadata, e.g., location, type of user equipment, type of subscription, and
connection mode (2G/3G/4G); however, metadata is critical when analyzing
the results. Also, such a setup does not provide active measurements that
can reveal important information on stability and availability of a network,
since this requires long and uninterrupted measurement sessions. Finally, this
approach limits the possibility of testing novel applications and services since
this might require configuration changes (e.g., customized kernels).

MONROE is the first European platform for open, independent, mul-
tihomed, large-scale monitoring and assessment of performance of mobile
broadband networks in heterogeneous environments. Access to such a plat-
form allows for the deployment of extensive measurement campaigns to
collect data from operational MBB networks. The availability of this vast
amount of data allows us to advance our understanding of the fundamental
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characteristics of MBB networks and their relationship with the performance
parameters of popular applications. This is crucial not only for improving
the user experience for services that are running on the current 3G/4G
infrastructure, but also for providing feedback on the design of upcoming
5G technologies.

In the remainder of this chapter, we summarize the current state of the
art in Section 5.2. We then expand on the MONROE vision in Section 5.3,
where we provide an overview of the MONROE goals and the key features
of the measurement platform. In Section 5.4, we describe the current archi-
tecture design of the MONROE platform. We discuss in Section 5.5 how the
MONROE user access and scheduling system is designed and how users can
deploy their experiments. In Section 5.6, we present initial results from basic
measurements running on operational MONROE nodes active in Norway,
Sweden and Spain. We show that the MONROE system enables efficient
MBB performance monitoring, operator benchmarking and complex network
analytics. Finally, we conclude the chapter in Section 5.8.

5.2 Background and State of the Art

During the past years, we have seen increased interest in the networking
community from different parties (e.g., researchers, operators, regulators,
policy makers) in measuring the performance of mobile broadband networks.
In this section, we aim to provide a condensed but comprehensive review of
some of the most relevant approaches that strive to shed light on the mobile
broadband ecosystem.

Large scale research measurement platforms such as RIPE Atlas [7],
BISmark [8] or PlanetLab [9] share many common goals with MONROE.
However, these platforms do not operate in the mobile environment. In
order to cater to the need of open large-scale MBB measurements and to
address the scarcity of available measurement platforms, several crowd-
sourcing approaches emerged over the past years, either from the research
environment, e.g., Netalyzr [6], NetPiculet [10], or commercial-oriented,
e.g., OpenSignal [11], RootMetrics [12] or MobiPerf [13]. These approaches
leverage the wide adoption of mobile devices in the world and depend on
the willingness of end-users to run the proposed tests. We note that the
common vision of these tools is to identify and monitor a set of significant
metrics which can accurately describe mobile broadband performance to
the interested parties. For example, commercial-oriented OpenSignal pro-
poses a complete approach for building MBB coverage maps by retrieving
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the connectivity-related metadata from user devices and characterizing mul-
tiple radio access technologies in the same ares. They introduce the notion of
“time coverage” which provide s statistics for the time a device has been using a
certain radio access technology in order to provide the end-user the possibility
to make informed decisions in terms of the preferred MBB provider in a certain
area. Similarly, RootMetrics defines a set of key performance metrics which
allows for network benchmarking, with the intent of rating different providers
available in a certain geographical area. Additionally, tools such as NetPiculet
or Netalyzr aim to shed light on the infrastructure and the performance of
broadband providers with the purpose of informing protocol and application
design.

There are several research projects [6, 14—17] that use custom-designed
apps to crowdsource and measure the performance of MBB providers and
popular Internet applications, with a main focus on web browsing [18] and
video streaming [19]. For example, MobiPerf [13] enables mobile network
performance analysis [14]. The app builds on top of the Mobilyzer open
library [20] and tracks a series of network performance metrics, such as HTTP
benchmark downloading latency and bandwidth, traceroute with latency to
different hops, ping latency, DNS lookup latency, TCP uplink and downlink
throughput or RRC states metrics. Other similar relevant measurement efforts
from the research community include [21-23].

With the increasing popularity of web and video-related services over
MBB networks [24], there is a magnitude of research studies that focus on
understanding the correlation between the network quality of service (QoS)
metrics and the quality of experience (QoE) of the end-users [24-26]. In
particular, this is appealing to operators, who continuously strive to provide
the best service to their subscribers in order to increase their customer base.
At the same time, the end-users themselves are looking for relevant metrics
that can objectively assess the performance of popular applications over
different MBB providers. In addition to the application performance, another
important concern for the users is the energy efficiency of bandwidth intensive
applications [27, 28].

Even more, alongside the attention coming from end-users, businesses or
operators, there is rising interest from regulators for defining and monitoring
a representative and unitary set of metrics that accurately captures the per-
formance of today’s broadband services in practice. In this sense, several of
them (e.g., FCC, Ofcom and Anatel) have translated these efforts into national
projects in collaboration with commercial partners such as SamKnows [29],
which specializes in home and mobile broadband performance evaluation.
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However, in order to allow for an open an unitary approach as well as the
comparability of measurements, a common open framework is needed. This
has been hard to achieve due to the proprietary nature of the measurement
efforts, as is the case of [11, 12, 29], making it difficult for regulators to
view measurement results from a harmonized and macroscopic scale. In this
sense, several open measurement methodologies [30, 31] have been proposed
with the goal of supporting the creation of inter-operable large-scale testbeds
and advance a common approach on network performance characterization.
The Internet Engineering Task Force (IETF) Large-Scale Measurement of
Broadband Performance (LMAP) is currently working towards standardizing
an overall framework for large-scale measurement platforms.

The MONROE platform complements the existing experimental platforms
by providing unique features in the field of network-controlled mobile mea-
surements. Three key aspects of MONROE that makes the platform unique are:
repeatability and controllability of measurements for precise and scientifically
verifiable results (even for the mobile scenarios), support for demanding
applications such as web and video services and support for protocol and
service innovation. These aspects sets up MONROE in an excellent position
to advance the state-of-the-art measurement tools and platforms.

5.3 MONROE Approach and Key Features

MONROE’s goal is to build a dedicated infrastructure for measuring and
experimenting in MBB and WiFi (IEEE 802.11) networks, comprising both
fixed and mobile hardware measurement nodes. The platform integrates 450
nodes scattered over four European countries (Italy, Norway, Sweden and
Spain) and a backend system that collects the measurement results, offering
tools for real-time traffic flow analysis as well as powerful visualization tools.
We designed the MONROE nodes to be flexible and powerful enough to run
most measurement and experiment tasks, including demanding applications
like adaptive video streaming. The current MONROE node is an Accelerated
Processing Unit (APU) with AMD 1 GHz dual core 64 bit processor and
4 GB DRAM. Each MONROE node connects simultaneously to three MBB
networks through three MiFis using commercial grade mobile subscriptions.
The nodes also provide WiFi connectivity? through a built-in dual band
AC WiFi card. MONROE nodes have built-in support for collecting metadata
such as cell ID, signal strength and connection mode. The nodes are equipped
with GPS for tracking their location.

The access points for WiFi will be provided when applicable for stationary nodes.
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The MONROE platform allows external users to test their novel appli-
cations and services that run over MBB networks with WiFi connectivity.
Through a user-friendly web client, external experimenters can schedule and
deploy their own experiments on the MONROE nodes. Experimenters can
use the MONROE platform to run measurements of different MBB providers
at regular intervals over long time periods and under similar conditions.

The MONROE platform complements the existing experimental platforms
such as RIPE Atlas [7] by providing unique features in the field of network-
controlled mobile measurements. MONROE builds on the existing NorNet
Edge (NNE)? [32] and extends its functionality, scale and coverage. The main
features of MONROE are:

1) Large-scale and wide geographical coverage: MONROE is composed
of 450 nodes that are widely distributed across Norway, Sweden, Italy
and Spain, as we illustrate in Figure 5.1. MONROE is able to collect
measurements under diverse conditions, from major cities to remote
islands (including one node in Svalbard, in the Arctic). There is a dense
deployment of nodes in a few main cities (e.g. Oslo, Stockholm, Madrid,
Torino, etc.), giving a more detailed view of network conditions in urban
areas.

2) Mobility: 150 MONROE nodes are deployed on trains and buses in
order to cover both rural and urban areas. These nodes are instrumental
to provide insights on the mobility characteristics of MBB.

3) Multihomed: Each MONROE node is connected simultaneously to three
mobile broadband networks, which makes it possible to conduct a wide
range of measurements and experiments that compare the performance
of each network, or explore novel ways of combining resources from
each network. Along with MBB networks, MONROE also provides WiFi
connectivity to allow experimenting on different access technologies and
explore methods such as traffic offloading.

4) Flexible and powerful MONROE nodes: The MONROE nodes are
designed such that they are flexible and powerful enough to run most
measurement and experiment tasks, including demanding applications
like adaptive video streaming. Furthermore, MONROE enables experi-
menting novel services and applications on MBB networks by allowing
configuration changes such as kernel modifications.

SNNE is currently in an operational state, with a functioning system for node manage-
ment, deployment of experiments, handling of data etc. as well as real-time visualization of
measurements (demo available at http://demo.robustenett.no).
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Figure 5.1 Geographical distribution of MONROE Nodes. MONROE builds on the existing

NorNet Edge (NNE) infrastructure, consisting of 200 dedicated operational nodes spread across
Norway.
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5) Rich context information: In addition to information about network,
time and location for experiments, MONROE nodes have built-in support
for collecting metadata from the externally connected modems, including
cell ID, signal strength and connection mode.

6) Open access: MONROE is open to external users and makes it easy to
access the system and deploy experiments on all or a selected subset of
the nodes.

7) Visualization and Open Data: The MONROE platform has a measure-
ment system that collects basic experiment results and then stores them in
a database. Interested parties can then consume the measurement results
through a real time visualization system. Furthermore, the results are
provided as Open Data in regular intervals.

5.4 MONROE System Design

We designed the MONROE platform to make it easy for external experi-
menters to run their customized measurements. In this section, we expand on
the MONROE system design and review the main building blocks and their
functions. We illustrate the MONROE framework in Figure 5.2. Notably,
MONROE not only allows to monitor and analyze the behavior of MBB
network connections in real-time, but also to store measurement data jointly
with metadata in the form of open data for offline analysis. The MONROE
system comprises:

| User Access and Scheduling System |

| Management and Maintenance |
)

MONROE Monitoring Components User’s
Experiments Experiments

N
MONROE Repository MONROE
Measurement
Responder EXTERNAL Inventory DB
s Repository for
MONROE Maintenance
DB and Operations
REMOTE REPOSITORIES and SERVERS . e

VISUALIZATION

[———I
USERS’ STORAGE
[ARROE OPEN DATA

Figure 5.2 Building blocks of the MONROE system.
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1. User access and scheduling system: The scheduling system handles the
MONROE measurements through a user-friendly interface consisting
of an Angular]JS-based web portal. As part of the MONROE federation
with the Fed4FIRE initiative of the European Commission®, the user
access follows the Fed4FIRE specifications in terms of authentication
and provisioning of resources. The portal allows to access the MONROE
scheduler, which is in charge of setting up the experiments without
requiring the users to directly interact with the nodes (i.e., no login access
to the node environment).

2. Management and maintenance system: The operations team uses this
system to manage and maintain the MONROE testbed. It involves an
Inventory that keeps all the information (e.g., the status of each node,
status of different connections, location of the nodes, etc.) required for
operations and maintenance. It also involves a Monitoring Agent that
monitors and reports the health of the system (e.g., logging, performance
monitoring, self checks for services etc.).

3. Node modules: The software on the measurement nodes includes the

core management components and the set of experiments. The core
components consist of the main software (watchdog, routing, network
monitor, etc.) running on the node and make sure that the node is oper-
ational. An important core component is the Metadata Multicast, which
is responsible for collecting and multicasting the metadata such as node
status, connection technology and GPS. We provide a messaging API in
order to relay real-time metadata to experimenters through ZeroMQ in
JSON format.
The experiments run in Docker’ containers, which are running on a
Debian Linux operating system. Containers can be described as light-
weight virtualized environments and are particularly convenient since
they allow agile reconfiguration and control of different software com-
ponents. When external experimenters require kernel modifications to
deploy their measurements, MONROE offers the possibility of using
virtual machines within the node ecosystem. Experimenters can imple-
mented and configure their measurements using any programming/
scripting language, as long as the resulting experiment runs within these
constraints.

“http://www.feddfire.eu/
Shttp://www.docker.com
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In order to monitor and assess the performance of MBB networks,
MONROE continuously runs a basic set of experiments (MONROE Mon-
itoring Experiments in Figure 5.2). Current deployed basic experiments
include: continuous background measurements (e.g., ping to predefined
servers), periodic bandwidth-intensive measurements, and a traffic ana-
lyzer developed in the mPlane project (Tstat). In Section 5.6.1, we
expand on these measurements and analyze preliminary results. Apart
from this, MONROE enables many other experiments for its external
users (User’s Experiments in Figure 5.2), which we further exemplify
in Section 5.7.

4. Repositories and Database: The MONROE system supports external
repositories to collect experimental data. Data transfer from nodes to the
repositories is based on a set of agents that follow a publisher/subscriber
model. We collect the results of the MONROE Monitoring Experiments
in the MONROE repository and we subsequently import them to a
centralized database for offline analysis. The database is based on a
non-relational technology, oriented to time series analysis, and highly
scalable to manage large volumes of data. We designed the database
schema around the concept of experiments instead of physical nodes, with
a clear distinction between experimental measurements and metadata.
Several measurement responders we host in the MONROE backend act
as measurement servers for certain experiments.

5. Visualization and Open Data: A near real-time visualization and moni-
toring tool enables stakeholders to access a graphical representation of
the MONROE platform status in terms of deployment of the nodes,
status of each device, as well as results of MONROE Monitoring Experi-
ments. The results of selected measurements are provided as Open Data
in regular®.

5.5 Experiment Deployment

MONRGOE is an open platform for external users to experiment with MBB
networks through active measurements. In this section, we detail the process
an external user needs to follow in order to access the MONROE platform and
we detail the MONROE components each experimenter interacts with. The
work flow involves three main phases, as illustrated in Figure 5.3: Experiment
Design, Testing and Experimentation.

®https://zenodo.org/collection/user-h2020_monroe
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Figure 5.3 Experiment creation and deployment phases.

Experimenters have to define the measurements they want to obtain and
decide how to implement them. Experiments run inside Docker containers, so
they can consist of virtually any piece of software. During the testing phase,
a MONROE administrator checks that the behavior of the container adheres
to a set of minimum safety and stability rules; approved images are crypto-
graphically signed and moved to our repository. Finally, the experimenter uses
a web-based interface to schedule the experiment, selecting the number and
types of nodes and suitable time-slots. Once the experiment is deployed and
run, the results of experiments are automatically collected and transferred to
a repository maintained by MONROE. Alternatively, experimenters can also
choose to transfer/stream the results to their preferred location using their own
independent solution.

Experiments can collect active and passive traffic measurements from
multiple MBB networks. For active measurements the platform provides both
standard/well-known tools (e.g., ping, paris-traceroute) and project-crafted
ones. For passive measurements, it embeds tools such as Tstat [33] to analyze
the traffic generated. Moreover, each node passively generates a metadata
stream with modem and connectivity status, and the measurements of several
embedded HW sensors (GPS, CPU usage, temperature, etc.). Experimenters
can either subscribe their experiments to the stream in real-time or consult the
database afterwards. Considering that experimenters can deploy any additional
measurement tools, the set of possible measurements is flexible and open.
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We provide User Access to the experimental platform via a web-based
MONROE Experimenters Portal that enables users to schedule and run new
experiments. The portal allows to access the MONROE scheduler, which is
in charge of setting up the experiments without requiring the users to access
the nodes. Since we federated MONROE within Fed4FIRE in order to build a
large-scale, distributed and heterogeneous platform — authentication and pro-
visioning of resources follows the Fed4FIRE specifications. In the following
sections, we provide details on MONROE’s federation with FED4FIRE, user
authentication, experimenters portal and scheduler.

5.5.1 MONROE as a Fed4FIRE Federated Project

The Fed4FIRE Portal is acommon and well-known tool where registered users
can select and access an available testbed (e.g., the MONROE platform). The
Fed4FIRE Portal is powered by MySlice software’ and offers a directory of
all FIRE testbeds, tools and links to project websites. In other words, the portal
acts as an experimentation bridge to resources and their corresponding control
tools.

To be able to join MONROE and run their experiments, the external users
must first become familiar with the terminology and the tools of the Fed4FIRE
federation and, in particular, with the MONROE project documentation. The
available documentation of Fed4FIRE describes the federation of testbeds as
a generic environment.

The user must apply for a Fed4FIRE account and download the corres-
ponding required certificates, which should be associated with an existing
MONROE experimentation project. The Fed4FIRE introductory documen-
tation explains how to go through these particular steps. We note that the
user must specify an already existing MONROE project, or alternatively,
create a new one. In Section 5.5.2 we expand on how to complete the user
authentication phase.

Once granted access to the platform, the user is recommended to follow
and execute a MONROE tutorial, which describes those elements that are
specific to the MONROE testbed, including the Angular]S client devel-
oped in the project for user access and experiment scheduling. Those users
that plan to run measurement experiments in MONROE testbed should
be familiar with the contents of the MONROE tutorial. To reserve the

"MysSlice: http://myslice.info
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resources for a specific experiment, the experimenter has to use the MONROE
scheduler (Section 5.5.4), which can be accessed through the MONROE
User Access client (Section 5.5.3). With the above, the experimenter can
reserve the resources up to the limit granted to him/her by the MONROE
consortium.

5.5.2 User Authentication

In this section, we describe the Fed4FIRE AAA policies and procedures, and
how we adapt them to the MONROE project.

A federation is a collection of testbeds (or “islands’) that share and trust
the same certification authorities and user certificates. Fed4FIRE realizes
a federation of a large number of wired, wireless and OpenFlow-based
testbeds principally located in Europe. Each island manages its resources
using dedicated tools and can decide which kind of certificates (and from
which authorities) it wants to accept. In this context, Fed4FIRE works with
X.509 certificates to authenticate and authorize experimenters (users) on its
testbeds. The authority which provides valid certificates in the Fed4FIRE
federation is located at the iMinds infrastructure. The certification authority
has the concept of Projects which bundle multiple users. Any user can requests
for the creation of a new project, but it must be authorized by the Fed4FIRE
administrators. Subsequently, the project responsible can approve new experi-
menters for that particular project, without prior approval from Fed4FIRE
administrators.

MONROE shares and trusts the certificates generated by the iMinds
authority, and therefore, is a member of the Fed4FIRE federation. We note
that all the project functions and operations in MONROE depend on the user
certificates, including resource reservation, measurements deployment and
downloading experiment data. MONROE does not support other certification
authorities or other federations (e.g., GENI).

Each partner in the MONROE consortium manages its own private project
inside Fed4FIRE. Similarly, external institutions could have their own private
projects upon request and approval by the MONROE Project Board. Individual
researchers cannot join the MONROE testbed, as all the users must belong
to at least one project (which corresponds to an institution that is managing
it). However, each institution can easily invite new users and grant access to
their respective projects offering the available resources which the MONROE
administrators manage.
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5.5.3 The Experimenters Portal (MONROE User Access Client)

Through the Experimenters Portal, verified external users can obtain access to
the MONROE platform and deploy their measurements. After providing the
necessary credentials to authenticate with the MONROE User Access client,
the user can visualize a historic of all its experiments and check their current
status (Figure 5.5). Clicking on any row of the table shows the details of the
experiment selected.

Before scheduling new experiments, users can verify the current state of
the MONRGOE resources. The “Resources” tab (Figure 5.4) allows experi-
menter to query all the existing resources in the MONROE platform and their
time availability, using multiple filters if required.

In the “New experiment” tab, the user can create a new experiment
and input the required parameters. The basic experiment details include
the identifying name and the docker script to run the experiment. In the
Experiment Size group, the user specifies the number of nodes required
to run the experiment, and the desired characteristics of those nodes using
filters that allows to select, e.g., the location of the nodes to use in the
experiments, their hardware/software version, static or mobile nodes, testing
nodes for preliminary/debugging tests, etc. Furthermore, the user can select
the operator of interest and then define the maximum amount of data to
be transferred per experiment over that interface/operator. This data limit
is enforced during the experiments in order to avoid exceeding the mobile
data quotas. In the Experiment Duration the user specifies the duration of the
experiment by providing a starting and stopping date-time, or by clicking the
“as-soon-as-possible” check box.

New | Resources  Help L My Account  Ge Logout

Node Location Status
node001 IMDEA Up
node002 IMDEA Up

Figure 5.4 Resources availability in MONROE.
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e
"
"

:i' Status  New Resources Help 2 My Account  CeLogout

My Experiments

Name Start Stop Nodes Status
Ping Express 01/03/16 00:00 01/03/16 00:00 54 Pending
Token Ring 04/03/16 00:00 04/03/16 12:00 32 Scheduled
Power LAN 01/02/16 00:00 0102/16 00:00 160 Pending
IPX/SPX Reloaded 01/01/16 00:00 02/01/16 00:00 128 Completed
*) Hide Completed

Experiments Details

Name: Ping Express
Start: 01/03/16 00:00
Stop: 01/03/16 00:00
Status: Pending

Nodes

Total: n

Finished: [
Interrupted: [

Falled: n

Figure 5.5 MONROE experiment status.

5.5.4 MONROE Scheduler

Through the MONROE User Access Client, the experimenters interacts with
the MONROE Scheduler. The scheduler ensures that there are no conflicts
between users when running their experiments and assigns a time-slot and
node resources to each user.

In Figure 5.6 we present a schematic overview of the MONROE Scheduler
functionality. We implement the MONROE Scheduler as a low-connectivity
scheduling system which relies on the assumption that nodes are available,
independent of short-time loss of connectivity. Due to the multihoming setup
of the MONROE nodes, they may contact the scheduler from different
addresses, possibly with provider-dependent modifications and filters. The
Scheduler consists of two components — the scheduling server running in a
central, well-known location and the scheduling client running on the nodes
(Figure 5.6).
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The scheduling server:

o takes care of the experiment schedule and resolves conflicts

e assigns roles to authenticated users

e provides a REST API to users and nodes to query and edit scheduling
status

e provides an XML-RPC API compatible with the Fed4FIRE AM API
definition

The scheduling client:

e sends a regular heartbeat and status to the scheduling server
o fetches the experiment schedule for the current node
e downloads, deploys, starts and stops scheduled experiments

Authentication to the server is based on X.509 client certificates. Users,
administrators and nodes all authenticate using this mechanism and use the
same scheduling API. By importing the Fed4FIRE certification authority
certificate, users may authenticate using their Fed4FIRE credentials.

Due to the connectivity constraints especially of mobile nodes, deployment
of experiments on the node is not immediate. Download and deployment
of experiments will take place as early as possible within the constraints of
available space on the node. The node will report a successful deployment to
the scheduler and schedule the start and stop times for the experiment container
internally. Changes in the schedule are propagated to the node whenever
possible.

The MONROE Scheduler implements the procedures and policies we have
defined to guide the MONROE experimentation. These include, but are not
limited to:

e The scheduler allows booking of fixed time slots for each measurement
experiment.

e Priority is defined by the first-come first-serve principle, while the
consortium will monitor fairness.

e If an experiment is marked as exclusive, only one experiment may run at
a given time on a node.

e If an experiment is marked as active, one such experiment may run at a
given time on a node, while allowing passive experiments.

e If an experiment is marked as passive, a given number of such experi-
ments may run at a time. No traffic may be generated by the experiment.

e User experiments may be scheduled as periodic, continuous, or one-time.
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e Only experiments for which a time slot has been booked in advance may
be run.

e Nodes may be of different types (static, mobile, urban, rural, certain
country, etc. . .) defined by the MONROE project. Booking requests can
select to use or reject these filters.

e A booking over several nodes or several time periods is treated as atomic
(i.e., if one of the booking periods or nodes is unavailable, the entire
booking is rejected). Several bookings over different nodes or time
periods may be linked to an atomic unit.

In order to determine the resource requirements, each user needs to schedule
its experiment to first run on the testing nodes (Testing Phase in Figure 5.3).
This step allows us to monitor the resource usage of each experiment. If
the usage is within defined constraints, the MONROE administrators move
on to approve the user experiments by means of a cryptographic signature.
Only then, the experiment image is cleared to be scheduled on regular
nodes.

The scheduling process on the node (Deployment Phase in Figure 5.3)
defines three actions: (i) deployment, (ii) start and (iii) stop of the experiment.
The deployment step may take place at any time before the scheduled start
time, and should finish before the experiment starts. In this step, the scheduler
reserves the requested resources and loads the experiment image onto the
nodes. During the start process, the scheduler sets the resource quotas and
starts using the experiment image a container system where experiments will
run. The stop action notifies the experiment of its impeding shutdown, then
removes the container after a short grace period. Measurement results may be
stored on disk, and will be transferred during and after the termination of the
experiment as connectivity allows.

5.6 Network Measurements and Analytics with MONROE

The MONROE platform continuously runs a set of basic measurements with
the purpose of characterizing the state of the MBB providers in Europe.
Interested parties can consume the data through the MONROE visualization
GUI, thus making MONROE a solution for near real-time network perfor-
mance monitoring. In Figure 5.7, we show a snapshot from the MONROE
monitoring interface tracking a node in terms of both RTT and signal strength.
Alternatively, we provide the measurement results as open data which external
users can access and use for running network analytics.
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5.6.1 MONROE Monitoring Experiments

The MONROE Monitoring Experiments currently include (but are not limited
to) i) continuous ping measurements towards a fixed target in Sweden, ii) a
simple bulk data download, and iii) web browsing performance measurements.
The MONROE nodes also continuously run Tstat [33], a passive monitoring
tool developed within the mPlane project [34]. Tstat extracts information
from the flow of packets being transmitted and received by each node.
This facilitates the use of the MONROE platform as an analytic tool for
troubleshooting and root-cause analysis. In this section, we report preliminary
measurement results illustrating the capabilities of the platform towards
performance monitoring and network analytics.

a) RTT Measurements: Each MONROE node runs a ping measurement
every second on each active interface against the same target measurement
server we host in the MONROE backend in Sweden. Figure 5.8 shows the
violin plot for the RTT samples we collected during one week (from the
8th of July until the 15th of July 2016) from 30 stationary nodes connected
in total to 7 different operators in 3 countries. Each “violin” shows the
probability density of the RTT at different values, the higher the area, the higher

ad
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Figure 5.8 Violin plots of the RTT measurements for different operators in Spain (ES),
Norway (NO) and Sweden (SE).
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the probability of observing a measurement in that range. We observe that the
RTT measurements exhibit typically a multimodal distribution, correspond-
ing to different access delays faced by different radio access technologies
(e.g., 3G/4G).

The results are intuitively expected: nodes in Norway and Sweden that
are closer to the target measurement server (which we host in the MONROE
backend in Sweden) exhibit lower delay than the nodes in Spain. However,
the variance of the measurements is much higher than in fixed networks,
showing that MBB introduces complexity even for basic tests, such as RTT
monitoring. Given that the ping experiment is running continuously, some
of this variation can be due to interactions with other experiments running
on the MONROE nodes. The repetitive measurements allow us to track this
key parameter in time and capture the experience of customers using mobile
subscriptions similar to those active on the MONROE node. By analyzing the
RTT time series, we plan to further identify delay trends and correlate them
with the time of the day, the geolocation of the measurement node and the
rich context information we collect from the devices (e.g., RAT changes and
variations in the signal strength). This uniquely enables us to work towards
understanding congestion patterns in the networks.

b) Download Capacity Measurements: In Figure 5.9, we illustrate down-
link throughput measurement results. Every two hours, we schedule the
download of a 50 MB file on 30 stationary MONROE nodes on all interfaces
corresponding to seven different MBB operators from an HTTP server we
host in the MONROE backend in Sweden. Running in the background, Tstat
analyzes this traffic and generates different key performance metrics, including
download throughput and the RTT from the client to the server. Plots in the
top row of Figure 5.9 show the CDF of the download throughput, while plots
on the bottom show the evolution over three days of experiments (from the
22nd of July until the 24th of July) of the average RTT as observed by Tstat
during the transfer. We note that performance varies wildly among countries,
among operators within the same country and over time.

As expected, nodes in Spain located further away from the measurement
server display a higher RTT than the nodes in Norway or Sweden. Also, we
see a clear separation between the RTT we measure in Norway for the two
operators. Based on further analysis we perform with Tstat, we identify the
presence of a non-transparent proxy in the network of operator op /. We further
note the impact of the web proxy when monitoring the goodput metric for
both operators in Norway: opl benefits from the proxy and displays a higher
goodput than opO.
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c) Web Browsing Performance: Aside from the basic measurements that
run continuously on the measurement nodes, we design and periodically
schedule a specific experiment to gauge web browsing performance across
multiple MBB providers in different countries. Each MONROE node connects
on each interface to two different websites®, which we chose based on their
popularity in the Alexa ranking, but also based on their different appearance
and rendering style. As part of the experiment design, the web performance
test breaks down the times used for different phases in a web transaction at
each interface of the MONROE node: time to resolve the DNS name, time to
connect to web server and time to download the web content and all its objects
(including elements generated by javascript). Also, the web performance test
tracks several other metrics to describe the web browsing activity and the
target website, including number of DNS iterations, number of HTTPredirects,
number of HTTP elements or HTTP download size.

In Figure 5.10, we illustrate the CDF of the complete page load time and
the CDF of the average time to first byte of content broken down per country
and per website we target. We observe significant variance in both metrics.
This happens because some pages (e.g., en.wikipedia.org) consist of fewer
objects, and therefore can complete faster. The median object counts per web
page are 69 for www.bbc.com and 14 for en.wikipedia.org. Other pages take
longer to download because they have several objects that may be fetched from
multiple servers. Also, for the Spanish operators, we detected multiple number
of DNS iterations for www.bbc.com, thus partially explaining the higher TTFB
metric compared to other operators in Norway and Sweden.

Discussion: While these experiments are preliminary, they clearly show
the need of experimental investigation to understand 3G/4G network and
application performance. The MONROE platform offers researchers the
unique opportunity to run and repeat experiments to provide evidence of
complicated phenomena.

5.6.2 Network Analytics with MONROE

One of the main targets of the MONROE platform is to provide experimenters a
rich dataset of key mobile broadband metrics, from which different stakehold-
ers can further extract the information of interest regarding the performance
and reliability of MBB networks. To measure the network in a reliable and fair
way, it is crucial to identify the metrics that accurately capture the performance

8The two websites we target are “www.bbc.com” and “en.wikipedia.org”.
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Figure 5.10 Web performance results: the Average Time to First Byte and the Complete Page
Load Time for operators in Spain (ES), Norway (NO) and Sweden (SE) for two target websites
www.bbc.com and en.wikipedia.org.

and the conditions under which we evaluate these metrics. Different stakehold-
ers have different requirements on the metrics supported by the MONROE
platform. For example, on the one hand, regulators need connectivity, coverage
and speed information collected from a third-party, independent platform to
monitor whether operators meet their advertised services, and as a baseline
for designing regulatory policies. On the other hand, operators are interested
in time series reporting of operational connectivity data to identify instability
and anomalies. Furthermore, application developers need to cross-check QoS
parameters against the behavior of the underlying network to design robust
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services and protocols. From the above considerations, it is clear that the
collection of data cannot be limited to transmission and packet-level statistics,
but there is an obvious need for rich metadata to be associated with the
performance and reliability measurements.

The network metadata enables MONROE to capture the network context
under which we measure the key performance metrics. The parameters we
report include but not limited to provider name, radio access technology (RAT)
type, RAT-specific parameters (e.g., RSRP, RSRQ, RSSI) and network con-
nectivity status. Network metadata is crucial not only for coverage information
but also during the analysis of the measurements in order to understand the
underlying factors that affect the performance.

a) Mimicking Drive Tests for Mobile Coverage: One essential aspect
when monitoring MBB providers is characterizing the coverage offered
to unveil complex patterns of different radio access technologies (RATS)
in an area. Network operators regularly test different network parameters
of their deployed infrastructure for network benchmarking, optimization,
troubleshooting and service quality monitoring. This is usually done via drive-
testing where measurements are either collected by a vehicle with an embedded
GPS device and other measurement equipments e.g. a laptop or by using
mobile phone with an engineer roaming around the streets and roads of aregion
so that to have an end-user experience. However, there are major drawback
to this approach, mainly the high cost it entails in terms of time and labor,
and also that it does not cover most of the region where there are customers.
The mobile MONROE nodes (placed on public transport vehicles) enable
mimicking the drive tests measurements resulting in a dataset similar to the
ones operators work with. Piggy-backing network measurements onto public
transportation vehicles via MONROE offers additional benefits, including
ensuring repeatability of drive runs on the same route, in similar busy-hour
conditions, since the MONROE node is active in the times when the trains
or buses carry passengers to their destinations. This approach emerges as a
cost-effective alternative to the drive test performed by operators, with the
added perk of allowing other parties, including public transport companies,
to assess and compare the MBB coverage along their infrastructure at a zero
added cost.

In Figure 5.11, we illustrate the measurement location from the mobile
nodes active aboard trains inside Oslo are in Norway. We color-code the data
points to show the radio access technology we read from the modem connected
to one of the operators we measure. We observe that majority of time the node
has 3G coverage and intermittent 4G coverage.
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Figure 5.11 Coverage reading from MONROE nodes operating aboard trains in Oslo, NO.
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5.7 User Experiments

Along with being a near real-time monitoring and benchmarking platform,
MONROE is an open platform for experimentation with MBB networks.
Below, we list a set of representative examples that MONROE users are
currently curating. This serves to further illustrate the value of the MONROE
platform and the variety of experiments it can accommodate.

a) Service Oriented Quality of Experience: A first dimension to explore
comes from the great interest in how users perceive individual services
and applications over different terminals (e.g., mobile phones, tablets, and
computers). The recent proliferation of user-centric measurement tools such as
Netalyzr [6] to complement available network centric measurements validate
the increasing interest in integrating the end user layer in network performance
optimization. MONROE enables experimentation with essential services and
applications, including video streaming, web browsing, real-time voice and
video, and file transfer services. The service oriented measurements give a
good bases for investigating the mapping from Quality of Service to Quality
of Experience.

b) Protocol Assessment: A second dimension to explore consists in the
assessment of existing and new protocols in MBBs on a scale that was
previously not possible. The large availability of experimental resources in
MONRUOE is well suited to assess networked applications under a wide range
of network conditions, while still giving experimenters strong control of
the testing environment. Furthermore, the multihoming aspect of MONROE
nodes makes it ideal for experimenting with protocols that exploit multiple
connections opportunistically, e.g., in parallel or by picking the one with the
best available service to increase robustness and performance, or to achieve
the best cost-performance ratio. Examples of such protocols and services
include, but are not limited to, Multipath TCP, Device-to-Device for offloading
or public safety applications, portable video streaming services or e-health
services.

c) Middlebox Impact: Another significant use case for MONROE is
related to the use of middleboxes. These can range from address and port
translators (NATSs) to security devices to performance enhancing TCP prox-
ies. Middleboxes are known to introduce a series of issues and hinder the
evolution of protocols such as TCP. Therefore, measuring and understanding
their behavior is essential. Since middleboxes of different types are ubiquitous
in MBB networks, a platform such as MONROE offers an excellent vantage
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point from which to observe and characterize middlebox operation in real
world deployments.

d) Knowledge Discovery and Network Analytics: Beyond mere service and
protocol assessment, MONROE offers the possibility to develop mechanisms
to augment network performance by learning from measurements. This use
case involves post processing of data, to deepen the understanding of network
behaviors. The goal is to identify causalities and correlation of different param-
eters that can individually or collectively affect the performance and reliability
of the network. In order to identify unexpected data patterns that deserve
attention, one should go beyond data-mining and correlation approaches,
and rather use knowledge description techniques, such as the Kolmogorov
complexity method [35] or the minimum description length theory [36].
Such approaches are beneficial for different stakeholders including operators,
vendors, developers and service providers. Therefore, we envision MONROE
to have a significant impact on different sectors of industry through these
knowledge discovery approaches, while helping to improve the performance
of their products leading to a better user experience for the end users.

5.8 Conclusions

In this chapter, we introduce the MONROE platform: an open and industry-
grade platform for MBB measurements and experiments. The MONROE
platform enables accurate, realistic and meaningful assessment of the per-
formance of MBB networks by continuously monitoring these networks
via active testing (e.g., delay test, web performance test, download speed
test) and context metadata collection (e.g., connection mode, signal strength
parameters). Furthermore, MONROE provides the perfect setting to test
novel services and protocols thanks to its flexible and powerful nodes with
multihoming support. In this chapter, we showcase the monitoring capabilities
of the platform by analyzing preliminary performance measurement results.
We further describe various examples of experiments that are supported
by the platform in order to illustrate the unique features of the MONROE
platform.

We argue that mobile measurements over operational networks are essen-
tial to understand the fundamental characteristics of mobile ecosystem as
well as to establish the quality of end user’s experience for different ser-
vices. Such information is valuable to many different stakeholders including
operators, regulators, policy makers, consumers, society at large, businesses
whose services depend on MBB networks, researchers and innovators. For
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example, MONROE measurement results provide insights that can enable
operators with more accurate radio resource and infrastructure planning, more
cost-efficient investments, and better network utilization. Operators can also
explore differentiated and specialized services, as well as their requirements
and impact on applications. Application developers for mobile devices can
use the platform to test various applications and services over MBB. With
better knowledge about MBB and the ability to test services, MONROE
will contribute to service providers innovating more and realizing innovative
services. Internet of Things and smart city services will lead in this direction as
more vertical specific applications and services will be developed along with
the evolution towards 5G. Due to multihomed support, innovations regarding
network selection, handover and aggregation can be developed to make
applications more robust with better adaptability and increased quality; for
this, multipath TCP and Device-to-Device communications are instrumental.
These are a few examples of the opportunities in the MBB field that requires
extensive research efforts from both industry and academia, and the MONROE
platform with its unique features is the key enabler to achieve them.
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PerformNetworks: A Testbed for Exhaustive
Interoperability and Performance
Analysis for Mobile Networks

Almudena Diaz, Cesar A. Garcia-Perez, Alvaro Martin,
Pedro Merino and Alvaro Rios

Universidad de Malaga, Andalucia Tech, Spain

Abstract

PerformNetworks (formerly PerformLTE) is a FIRE facility located at Uni-
versity of Malaga devoted to LTE and 5G technologies experimentation.
This testbed is one of the first to provide mobile technologies in FIRE,
featuring a unique combination of commercial-off-the-shelf technology with
conformance and research equipment. This chapter will provide the details
about the testbed which provides mobile connectivity through different experi-
mentation scenarios, moving between emulation and real-world environments.
The configurations offered cover a broad spectrum of experiments, from appli-
cations and services to innovative network solutions. The chapter will also
describe the experiences in the context of FIRE including: the federation with
Fed4FIRE technologies; the use of experimentation technologies like those in
the FLEX project, the support for several experiments (MobileTrain, SAFE
and LTEUAV) from SMEs coming from different sectors; the exploitation
as the core testbed in two new H2020 FIRE+ Innovation Actions and the
evolution of the testbed to overcome future challenges in mobile networks
research and innovation.

Keywords: LTE, 5G, Mobile Communications, QoS, QoE.
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6.1 Introduction

PerformNetworks' is a testbed which is building and maintaining an experi-
mentation eco-system, that will provide access to experimenters, to state-of-
the-art mobile technology. Its primary objective is to provide an advanced and
realistic experimentation environment for researchers, developers, manufac-
tures, SMEs and mobile operators.

The testbed is intended to address the main trends of current mobile
deployments, providing tools to characterize the behavior of networks under
different conditions, providing insights into how the protocols and the services
can be optimized. It is therefore very important to give developers, mobile
operators and manufactures a very accurate view of any component of the
network behavior in order to implement the right policies regarding resources
management.

PerformNetworks supports developments and the improvement of deploy-
ments around mobile technologies through:

e Delivery of a full testing platforms that properly support the configuration
of full stack mobile technologies including radio access network, core
network and performance measurements.

e Delivery of measurement tools, for discovering the precise impact of
radio and core configurations on devices and applications. This is critical
for device manufacturers and operators to ensure that applications and
devices can take full advantage of the potential offered by upcoming 5G
mobile technologies.

e Delivery of advanced results based on the correlation of data collected
at different points of the network and at different levels of the protocol
stack, to obtain a complete characterization of mobile applications under
different radio and core configurations.

PerformNetworks can play many roles in the field of mobile experimentation,
as a first approach it can be used as a platform to track-and-trace network
configurations and the QoS delivered at the users level. Power consump-
tion is also a major issue in the design of mobile devices and in mobile
applications, and also greatly affects the quality of the subscriber experience.
Therefore accurate measurements of power consumption in mobile devices
are provided.

The testbed also aims to become a reference interoperability platform
where manufacturers and researchers can check the interoperability of

"http://performnetworks.morse.uma.es/
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commercial and/or experimental solutions. Finally mobile devices are one
of the first point of contacts with the new mobile technologies and the testbed
supports the interconnection of commercial and experimental devices as well
as the installation of external applications.

PerformNetworks has been successfully used in several experiments
as part of Fed4Fire project, and is used in several FIRE projects: FLEX,
TRIANGLE and Q4HEALTH.

6.2 Problem Statement

The objectives of PerformNetworks are in line with the future technological
requirement of 5G networks, which directly relate to User Experience, Device,
System Performance, Business Model, Enhanced Service, Management and
Operation, as stated in [1].

Now that the mobile Internet has come of age, the main stakeholders and
also other small actors need access to realistic and extensive experimentation
to ensure the success of their solutions. Simulations and theoretical solutions
are not enough to test the performance of their solutions. All too often it is
difficult to correlate data from simulations with the real world, this is why
our testbed comprises real hardware, such as commercial mobile devices and
eNodeB emulators, which include real signal processing, base stations and an
EPC (Evolved Packet Core).

Moreover this equipment is very expensive and so unaffordable for
researchers, developers or SMEs. The PerformNetwork testbed provides all
these stakeholders access to an environment where they can deploy and test
their solutions.

Another important fact is that the vast majority of testbed’s users have only
a limited knowledge of mobile technology. In most cases they are looking to
test their solutions in a very realistic mobile scenario, however they do not
know how to configure the testbed to meet their testing requirements. This is
why consultancy is also an important part of our testbed, we translate their
testing requirements into test plans which reproduce the network conditions
that are relevant for them.

Finally, even in the case experimenters have the resources and the knowl-
edge to deploy their own testing network it is difficult to deploy real pilots
due to spectrum regulations. Besides the technical issues, researchers have
to reach agreements with operators who are the owners of the spectrum
and might be sceptical about leasing it. This is why we offer three different
scenarios. As a first option, the experimenter can use the most controlled and
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configurable platform, a complete proprietary LTE network, built on top of a
eNodeB emulator, employed by certified laboratories, where radio conditions
can be fully configured and mobility scenarios can be reproduced. Once the
configurations have been evaluated in this scenario, the same experiment or
new experiments can be validated with real eNodeBs deployed in a proprietary
LTE network integrated by commercial eNodeBs and an EPC. In the last
scenario, PerformNetworks enables the remote evaluation of the experiments
by providing access to on-the-shelf devices connected to LTE commercial
networks deployed in Mdlaga.

6.3 Background and State of the Art

This section provides an overview of the different mobile networks tools and
platforms for research and experimentation currently available for experi-
menters, depicting their capabilities. Firstly, the available tools, an then the
commercial solutions, are described. A brief overview of some of the most
important European testbeds, devoted to wireless communication, is also
given.

6.3.1 Research Tools for Wireless Communications

There are some tools that can be used for experimentation (besides commercial
equipment). The most widely used in research papers are the simulators,
mainly ns-3 and Riverbed Modeler (formerly OPNET). Simulators can pro-
vide inexpensive, systematic results but the reliability of these results can vary
depending on the problem and the tool used.

One of the most common simulation tools is ns-3% which includes some
functionality for LTE. The support is provided by the LTE-EPC Network
Simulator (LENA) [2], an open source module that was designed to eval-
uate some aspects of LTE systems such as Radio Resource Management,
QoS-aware Packet Scheduling, Inter-cell Interference Coordination, Dynamic
Spectrum Access as well as simulate End-to-End IP connectivity. The ns-3
framework can be used as an emulator, although the performance results can be
limited [3].

Riverbed Modeler (formerly OPNET) is a commercial solution that
provides an LTE simulation platform designed according to 3GPP

Zhttps://www.nsnam.org/
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Rel. 8 specifications. OPNET implements most of LTE’s basic features and
also includes powerful statistical evaluation tools.

Open source implementations for Software Defined Radio (SDR) are
becoming very popular, the price of the hardware has lowered and the
availability and quality of the solutions is better. These types of solutions
can provide a realistic environment with total control of the stack, the major
drawback to them is the coverage specifications.

Open Air Interface (OAI)® wireless technology platform offers an open-
source software-based implementation of LTE UE, E-UTRAN and EPC,
compatible with many different SDR solutions such as ExpressMIMO?2,
USRPs, BladeRF and SodeRa. The solution was created by Eurecom* and
is now managed via the OAI Software Foundation (OSA). OAl includes tools
to configure, debug and analyze several aspects of LTE layers and channels
and can interact with commercial equipment [4].

Another solution gaining popularity is the LTE libraries (srsLTE and
srsUE)> designed by Software Radio Systems (SRS)® compatible with SDR
applications and covering compliant with the 3GPP Release 8. The srsLTE
library provides common functionality for LTE UE and eNB with support,
when available, of the VOLK acceleration libraries. srsUE is based on srsLTE
and provides the basic functionality of an LTE UE.

The emulator equipment can provide very realistic results operating with
commercial devices whilst maintaining a high level of reproducibility in the
results. This type of equipment normally provides end to end functionality and
sometimes can also include the effects of the channel. The major drawback
is the price of the solutions which is very high and the focus on the radio
access which limits interoperability with the EPC network. These emulators
are traditionally provided, to be used in design verification, conformance
testing and/or signaling protocol testing.

For instance the E7515A UXM by Keysight Technologies’ is conformance
testing equipment for Release 10 LTE devices. UXM allows users to validate
the functional and RF performance of their UEs, providing end-to-end LTE-
Advanced connectivity as well as a highly configurable network and radio
access parameters. The unit is capable of providing data rates of up to 1 Gbps

3http://www.openairinterface.org/
*http://www.eurecom.fr/en
>https://github.com/srsLTE/srsUE
Shttp://www.softwareradiosystems.com/
"http://www.keysight.com
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in downlink, multiple cells, carrier aggregation, MIMO and fading emulation
all provided in a single box.

An example of a signaling protocol tester is CMWS500 by Rohde &
Schwarz®, which provides developers of wireless devices access to a radio
access network emulation, including a network operability test. This equip-
ment offers MIMO 2X2, multi-cell and data rates up to 150 Mbps in
the downlink and is able to support other technologies such as 2G, 3G
and Wi-Fi.

6.3.2 Wireless Testbed Platforms

There are many different platforms available for mobile experimentation, like
[5], where European 5G platforms are described. In the context of FIRE, there
are three main testbeds: Fuseco, NITOS and w-iLab.t. The role of ORBIT is
also very important as it provides one of the most common experimentation
frameworks, OMF. The ORBIT testbed” is a wireless network emulator for
experimentation and realistic evaluation of protocols and applications. ORBIT
provides a configurable mix of both cellular RATs (WiMAX and LTE) and
Wi-Fi, together with Bluetooth, ZigBee and SDR platforms.

Fuseco Playground'?, by Fraunhofer, is an open testbed for R&D of mobile
broadband communication and service platforms. Fuseco integrates several
RATs (DSL/WLAN/2G/3G/LTE/LTE-A) together with M2M, IoT, sensor
networks and SDN/NFV. This testbed can be used directly at the Fraunhofer
premises in Berlin, and in many cases, remotely.

The NITOS Future Internet Facility [6], is a testbed which provides
support for research into wired and wireless networks. NITOS provides a
heterogeneous experiment environment, including Wi-Fi, WiMAX, LTE and
Bluetooth wireless technologies, SDR, SDN and sensor networks. The NITOS
testbed can be used remotely.

w-iLab.t!!, by iMinds, is a wireless testbed for the development and
testing of wireless applications. w-iLab.t offers two different LTE networks for
testing, including both ip.access femtocells and SIRRAN EPCs. Furthermore,
this testbed provides Wi-Fi, sensor node and cognitive networking experiment
platforms. w-iLab.t testbed is accessible remotely.

8https://www.rohde-schwarz.com

*http://www.orbit-lab.org/
Ynttps://www.fokus.fraunhofer.de/go/en/fokus_testbeds/fuseco_playground
Uhttp://ilabt.iminds.be/iminds-wilabt-overview
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6.4 Approach

Since its inception the focus of the PerformNetworks testbed has been to
provide access to the researchers with the wide array of tools present in a
commercial scenario without losing the control and configuration options
available in the academic world. With this approach the testbed’s users gain
two advantages over the deployment of the simulators usually used in the
scientific realm. On the one hand, thanks to the use of commercial equipment
the researchers have the same level of access as the network operator and can
perform realistic tests without the simplifications and assumptions that are
part of using simulators in the experiments. On the other hand the researcher
maintains all the flexibility of access to every layer of the network without
fear of disrupting the normal operation of a commercial operation setup.

This flexibility usually imposes an additional burden on the researcher
tasked to interconnect and configure all the nodes of the test network. So,
having experienced these problems first hand, the testbed team has created a
set of sensible defaults and ready-to-use configurations so researchers, while
still being able to change the network as needed, only have to focus on the
important parts of their tests.

The way to achieve this relies on the interchangeability of most of the
components available to researchers and is based on the experience and
knowledge accumulated by the testbed operators during the initial setup and
the many experiments running over it. Based on the feedback from researchers,
the testbed team can suggest architectures and configurations that best adapt
to a specific experiment, run while maintaining a low-level complexity for
the parameters that falls outside the scope of the experiment. This in turn
guarantees an optimal performance.

Figure 6.1 outlines the architectural components a researcher may choose
to use in his experiments:

e A commercial Evolved Packet Core (EPC) from Polaris Networks!'?
with all the entities upgraded to the 3GPP standard Release 11. The
experimenter has direct access to the Mobility Management Engine
(MME), Serving Gateway (SGW), PDN Gateway (PGW), Home sub-
scriber server (HSS), the Policy and Charging Rules Function (PCRF),
and the new entities Access Network Discovery and Selection Function
(ANDSF) and the Evolved Packet Data Gateway (ePDG).

Phttp://www.polarisnetworks.net/
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e A virtualization server where the experimenter can deploy several virtual
machines and interconnect them in an arbitrary way to increase the
complexity of the setup. One typical use of this component is to install
network software, for example Open vSwitch, to route the traffic to and
from the EPC with different priorities.

e Commercial small cells to be used as eNodeB.

e Several Software Defined Radio (SDR) cards that can be used as
eNodeB with the appropriate software, like OpenAirlnterface, in case
the researcher requires access to the code running the nodes.

e The 72010 Conformance Tester from Keysight Technologies which is
used by mobile manufacturers worldwide to precisely measure the radio
performance of new devices. The ones present of the testbed have been
modified, as described in the following sections, to provide standard
connectivity to commercial core networks, offering full end to end
experimentation scenarios.

e An array of attenuators, RF switches, channel emulators and equipment
to measure power consumption in the device under test.

e Various COTS UE with Android and Linux operating systems where
researchers can install their own apps and programs.

Using this equipment the testbed offer to experimenters an iterative approach.
The experimenter can go to the fine tune of the components of the network
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including the effects of the channel on a controlled environment using con-
formance testing equipment. In these scenarios they can obtain reproducible
and systematic results maintaining a realistic environment where they can
use commercial UEs and EPCs. In a more advanced stage of their research
experimenters can validate their approach employing an indoor deployment,
using commercial base stations to have an idea on how their solutions could
perform on the operator networks but also using eNB based on SDR if they
need modifications on the radio access stack. Finally researchers can use
commercial deployments to measure the performance on real networks but
also obtaining information on several KPIs of the radio access.

6.5 Technical Work

An important part of the technical work on the PerformNetwork testbed
has consisted in the interconnection of the different equipment, the use of
heterogeneous equipment hardens the interoperability. Several tools have been
also designed for the use of the testbed. In this section a modification to the
T2010 conformance testing equipment to support standard S1 interface is
described. Fleximon is an interoperability tool designed to provide remote
monitorization of communication interfaces. There have also been some
developments to provide support for some federation technologies such as
OMF resource controllers or aggregate managers.

6.5.1 T2010 Standard S1 Interface Extension

The T2010 Conformance Tester by Keysight Technologies allows manufac-
turers to test LTE end-to-end connections in a highly configurable way. Its
primary function is to ensure new UE models adhere to the 3GPP standard,
but it can also be used to test non-ordinary conditions such as different
power profiles, fading scenarios or exotic resource assignment. The 72010
measuring capabilities are concentrated in the lower level of the stack, but
it also implements most of the eNodeB protocols as well as a basic EPC
emulation, so the UE being tested acts as if it is connected to a real LTE
network.

The objective of the 72010 Standard S1 Interface Extension, developed at
the University of Malaga within the framework of the FlexFormLTE project,
was to extend the functionality of the T2010 with a standard S/ interface so the
user would be able to choose between the limited emulated EPC or connect
to a fully functional external one. A complete S/-MME module was created,
with hooks to the existing interfaces of the T2010 so control and user planes
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are created in the upper levels while maintaining the radio connection to the
UE controlled by the equipment.

Thanks to the extension developed within this project the testbed now has
a powerful new tool, combining the feature-rich T2010 physical and radio
configuration with a realistic connection to a commercial EPC.

6.5.2 Fleximon

One of the main challenges a mobile network researcher faces during a
experimentation campaign is how to extract signaling information from the
components without disrupting the normal operation of the system. The
control software usually only reports an aggregate of the events that have
been recently fired in the network without detailed information about the data
passed between the entities involved. One way to obtain this information is
to capture all the traffic in a specific interface of the EPC, but the operator is
usually reluctant to give the researcher access to their internal network and the
amount of data captured this way can be overwhelming. FlexiMon is a tool
within the scope of the FLEX project designed with this scenario in mind.
The objective is to provide the network operator with a tool that opens a data
path to the experimenter without modifying the network workflow, and gives
the researcher a powerful platform where he/she can develop monitoring and
statistic analysis software for that data.

It comprises two independent modules, written in C++ to lower the
penalty hit in performance and with portability between different systems
as a requirement. The first module, aptly called FlexiCapture, runs in any
device with access to the network interface between one eNodeB and its
corresponding MME. From there it identifies the traffic of protocols configured
by the researcher (currently SCTP, GTP and/or SIAP) without altering the flow
of data between the two entities. A copy of any matching packet is then relayed
to the other module called FlexiView, which is running in the researcher’s
desktop, to be processed. FlexiView can save the traffic it receives in pcap
format for future analysis with any standard tool like, for example Wireshark '3,
but its main feature is an API which can be used to implement any real time
processing in the traffic. With it a researcher can easily extend the monitoring
capabilities of the application as if it were running inside the operator network.
Also, to fully integrate this tool within the framework used in several FIRE
projects, there is also the possibility to send the measurement results to an
OML server for storage in a database.

Bhttps://www.wireshark.org/
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The following is a not intended to be an exhaustive list of modules which
have already been implemented using this API:

o Identification and monitoring of an specific user as soon as it connects to
the network.

e Amount of data and throughput of each user being monitored.

e Basic sanity checks in the GTP and SCTP protocols using the periodic
echo request and responses used in them

e Several performance figures in the S/ interface such as attach procedure
duration, dedicated bearer creation success rate, etc.

6.5.3 TestelDroid

UE devices in PerformNetworks run Testeldroid [7], our custom tool for mon-
itoring device performance parameters and data traffic, to collect experiment
data. We have modified Testeldroid so that it sends that information as an
OMF stream to an instance of an OML database which we are also running in
our testbed.

TestelDroid is a passive monitoring software tool for Android devices.
This tool collects not only simple metrics such as throughput, but also radio
parameters such as received signal strength, radio access technology in use, the
actual IP traffic and more to obtain a fully detailed picture to help characterize
the traffic performance of mobile applications.

6.5.4 FIRE Technology

Currently, the experiment control is done through an OMF experiment con-
troller (EC) deployed on one of our nodes. This controller can be accessed
via SSH. We have also deployed a web frontend to the experiment controller
called LabWiki [8], created by NICTA!4.

As described the PerformNetworks testbed has a moderate number of
specialized pieces of equipment. Most of this equipment offers an interface
based on SCPI (Standard Commands for Programmable Instruments), which
is used to control its operation through a Resource Controller (RC) which
triggers the configuration commands to the instruments. An specific Resource
Controller for SCPI instruments have been developed, which is based on an
XML definition that provides a mapping between high level functionality of
the instruments and SCPI commands. However to support our latest equipment
the Resource Controller available through the official distribution of the OMF

“hitps://www.nicta.com.au/
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framework has been used, this will simplify the integration of future versions
of the OMF framework. For the pieces of equipment that do not support this
interface specific configuration scripts, that are also issued via a standard RC,
have been designed.

PerformNetworks has deployed GCF, an implementation of SFA AM
(Aggregated Manager) created by GENI'>, as its solution for resource dis-
covery and provisioning. Due to the nature of the testbed, consisting mainly
in specialized hardware, reservation is manual and exclusive, i.e. only a single
experiment can be run on top of it at any one time.

The AM provides a federated SSH access to the Experiment Controller
(EC) of the testbed. Resource description is done via RSpecs. The current
RSpec definition of the testbed provides a monolithic specification of the EC
of the testbed. This definition can be used to gain SSH access to the EC of
PerformNetworks using, for example, the jFed Experimenter GUI tools.

The EC also contains the reference experiments described in OEDL. The
experimenters can modify and launch their customized experiments using
OMF EC procedures available in the EC. Figure 6.2 provides a general picture
of the orchestration framework deployed in the PerformNetworks testbed.

6.6 Results and Achievements

The PerformNetworks testbed has been integrated in several of the EU FIRE
initiatives. The first integration of the platform was performed in Fed4Fire
where the PerformLTE testbed was federated to be exposed to third parties
as well as remotely operated. This federation was initially based on an
SCPI-enabled resource controller for industrial equipment [9] developed by
the MORSE group and the provision of an aggregate manager and several
experiment controllers to enable remote ssh access to external users.

6.6.1 SME Experiments

In the context of Fed4FIRE several SMEs have run their experiments on
PerformNetworks, gaining access to highly complex and expensive equipment
which they have used to improve their businesses. Some of these experiments
are MobileTrain, SAFE and LTEUAV.

MobileTrain was an experiment executed by Naudit™ and consisted in
several test campaigns to improve their QoS tools using packet-train [10]

t16
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Figure 6.2 PerformNetworks orchestration architecture.

measurement techniques. The setup was based on the T2010 emulator that
provided the LTE connectivity with a dedicated stratum 2 Precision Time
Protocol (PTP) which was deployed for this experiment to obtain more
accurate one way delay measurements.

SAFE, an experiment run by RedZinc'?, was motivated by the need to
study the performance of LTE-transmitted video in emergency situations. The
video was streamed live via a wearable platform designed by the company.
They also had developed an engine to produce QoS enforcement in the
network which was integrated, during the experiment, with the IMS interface
of the testbed’s core network. This experiment used an Alcatel Lucent pico-
cell prototype that was employed in scenarios that required dedicated bearer
establishment (generated via the Rx interface of the EPC) and the T2010
conformance testing equipment to emulate scenarios with mobility. As a result
of the experiment, RedZinc were able to develop their own Rx driver to com-
municate with standard core networks and they obtained a first optimization of

"http://www?2.redzinc.net/
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their BlueEye platform over LTE networks. Furthermore SAFE was the origin
of a subsequent collaboration between RedZinc and MORSE that resulted in
the Q4Health project'8.

LTEUAV was run by Aeorum'?, a company that develops solutions
based on computer vision, unmanned vehicles management and artificial
intelligence. Several of these solutions are based on Unmanned Aerial Vehicles
(UAV) and the focus of the experiment was precisely to optimize of the
communications for these types of scenarios. The main problem the company
encountered was the optimization of the video streaming captured from the
UAVs so, to improve the performance, they used mobile communications
as well as the traditional radio frequencies communications available in these
scenarios. To improve the video streaming several test campaigns were under-
taken using the T2010 emulator as a controlled reproducible environment. The
experiment consisted in optimizing of the different video parameters, such as
video feed resolution, frame rate and encoding, based on the response of the
video under certain channel conditions such as LTE signal strength and the
speed of the UAV (emulated by the Doppler effect).

6.6.2 FIRE Projects

PerformNetworks is used in several FIRE projects. It is integrated into the
FLEX project, which was specifically oriented towards LTE and 5G experi-
mentation. The testbed was also federated with the FLEX technology with the
development of an LTE.rf controller for the T2010, which was extended to
support standard S1 communications, and the EPC. With these new capabili-
ties, the PerformNetworks testbed was used to perform interoperability testing
with the different pieces of equipment present in other testbeds of the project
so as to identify any potential problems. This resulted in an interoperability
report which presented all the results and suggested guidelines to improve the
definition of experiments involving different FLEX platforms.

In 2016 two new innovation actions using PerformNetworks have been
accepted, the results of which will be a testbed improvement to accelerate
time to market of products from companies in different sectors. One of these
actions is the Triangle [11] project (described with more detail in chapter
REFERENCE _TO_TRIANGLE_CHAPTER). In this project PerformNet-
works is going to be evolved to support different experimenter profiles, trying

Bhttp://www.qdhealth.eu/
Yhttp://acorum.com/
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to provide them with useful tools in a language they can understand. The
project focuses on 5G certification so several extensions to the testbed are
foreseen, such as the introduction of LTE Release 12 equipment, supporting
very high throughput, the interconnection of certification equipment with
commercial core networks via Software Defined Network enabled switches
and the exploration of dual connectivity to support heterogeneous wireless
communications. The other action is the Q4Heatlh [12] project (described
in more detail in chapter REFERECE_TO_Q4HEALTH_CHAPTER) which
is the natural continuation of the Fed4FIRE experiment SAFE. In Q4Health
PerformNetworks will be extended to support ultra low latency services by
combining NFV and SDN techniques, the EPC has been upgraded to support
Release 12/13 features such as seamless handover with non 3GPP technologies
or MME relays, and a new optimized version of the RedZinc BlueEye platform
is expected to be ready by the end of 2018.

6.6.3 Research Activities

PerformNetworks is also used by the MORSE group with research an aca-
demic purposes. The research activities are developed for many different
reasons, gathering requirements for future releases of the testbed, improving
the experimental interfaces and optimization and characterization of mobile
networks.

The exploration of new functionality for the testbed has resulted in
different research contributions. In order to improve the support for mission
critical communications in the testbed by means of Commercial-Off-The-
Shelf (COTS) technology, the use of the standards were analyzed on [13],
driven by the particular use case of LTE communications for railway signaling.
In this paper the requirements for railway communications which include
traffic prioritization, broadcast services, location dependent addressing, etc.
were analyzed, providing standard alternatives when available, and providing
a quantitative analysis of the fulfillment of these requirements. In [14] the
future standard architecture for IoT applications is analyzed, covering aspects
such as the addressing, energy consumption, and congestion avoidance.

In [15] a framework for VoIP measurement analysis, including MOS
estimation based on Perceptual Evaluation of Speech Quality (PESQ), RTP
processing and more, was developed and used to extract voice measurements
from test campaigns involving the public Spanish high speed railway. This
tool has been also used in cooperation with Spanish operators wishing to have
a characterization of their network and its basic extraction engine, named
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TestelDroid, is available on the Google Play Store?’. A more detailed analysis
was performed in [16], that was not only limited to voice calls (around 400
calls were performed) but also included FTP and ping measurements providing
a comparison between two Spanish mobile operators.

From the results of these measurement campaigns the limitation of using
third party networks became clear. Operators were not willing to open up
their networks so more complex measurements could be taken, and even less
inclined to setup their equipment to optimize certain services. A campaign of
measurements to see the performance of prioritized railway signaling traffic
over live networks giving coverage for high speed trains was studied and
finally in the context of the Tecrail?! project a setup to perform such measure-
ments was designed. An agreement with an Spanish operator was reached and
Alcatel Lucent provided LTE base stations which were deployed along the
railway tracks. These base stations were connected to the PerformNetworks
EPC, giving access to all the measurements on the network and also enabling
the configuration of a service level agreement for the different services under
test by means of the establishment of dedicated radio bearers on the network.
Additionally an emulated European Train Control System (ETCS) service,
designed by AT4 Wireless??, was used on top of this infrastructure. The
combination of emulated and commercial equipment in a realistic environment
provided support to a unique experiment and became one of the distinguish-
ing features of the PerformNetworks testbed that started to evolve in this
direction.

This VoIP toolset was then used with the T2010 to provide and test
end-to-end connectivity under different channel conditions. In this setup,
measurements from the LTE network stack (e.g.: MAC BLER/Throughput,
CQJI, etc.) could be extracted and were correlated with the measurements from
the application level, providing insights into how certain network conditions
translate into QoE performance indicators. Energy consumption has also been
explored with the tools of PerformNetworks, for instance in [17] a runtime
verification system was developed based on the measurements extracted
from commercial devices, that were stimulated with execution traces. In [18]
the use of the T2010 and a power analyzer offered results on the power
consumption of mobile phones when performing voice calls over an LTE
network under different network conditions and also with different network
configurations.

Dhttps://play.google.com/store/apps/details ?id=com.ad.testel
http://www.tecrail.lcc.uma.es
https://www.atdwireless.com/
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The provision of experimentation interfaces has also been explored in
several research papers. For instance in [9] we described the approach taken
to support OMF/OML on the testbed that consisted in the abstraction of the
functionality of the instrument in an XML definition. This XML provides
the mapping between the high level functions of the equipment and the low
level configuration which is done by means of SCPI commands. This is used
by a resource controller which interprets high level commands to trigger
the appropriate configurations and a transformation tool, that generates the
OEDL interface based on the XML file. The use of this approach considerably
simplified the integration of other experimentation interfaces such as LTE.rf,
which could be done by implementing a different transformation. In [19] the
modifications done to TestelDroid in order to support SCPI commands and the
OML library are described. With the new modifications, the tool was integrated
with the rest of the SCPI compliant equipment already present in the testbed
and is now able to generate real-time measurements in an OML database.

PerformNetworks can offer many different types of results and is now
being evolved to attract more users, especially those with little background
in mobile communications, and to support future 5G mobile communications
acting as a testbed enabler.

6.7 Discussion

PerformNetworks has evolved considerably over the last few years. The main
focus has been to provide highly realistic experimentation environments while
maintaining a high level of customization and flexibility. This trend is still very
much present in the PerformNetworks testbed roadmap but more requirements
have been identified.

PerformNetwork should offer consultancy services. Many of the external
experimenters using the testbed are not experts in wireless communications,
they come from different domains and their solutions make use of the wireless
connectivity. The testbed interfaces were designed with the figure of research
experimenters in mind, an expert on mobile communications who wished to
set up all the components of the network. However most of the experimenters
are from many different domains, normally vertical sectors, and lack the
knowledge and time to learn how to setup the full network. From the second
quarter of 2016 onwards PerformNetworks has offered its consultancy services
via the University of Malaga branded as the UM A Mobile Network Laboratory.

Another important aspect of the experiments for future mobile communi-
cation is the scale. One of the targets of 5G technologies is to increase user
capacity by 1000, and the role of IoT in future technologies is clear and comes
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with capacity requirements. To enable these experiments PerformNetworks is
following two main research lines. On the one hand going live by broadcasting
on commercial frequencies is considered a key aspect to facilitate these
experiments. To do so it is mandatory to engage operators which are the
owner of spectrum licenses. Obtaining their permission to broadcast can be
difficult, normally (the regulation is different in every country) they have
legal responsibility on the signals broadcasted in their frequencies. A possible
idea could be to share their frequencies and/or equipment via RAN sharing
technologies. The other enabler could be in the form of massive UEs emulators,
that could be implemented with SDR technologies.

Open equipment is very important to enable future mobile communica-
tions. The testbed is trying to provide as many modifiable components as
possible, like for example OpenAirlnterface (PerformNetworks is part of the
OpenAirlnterface Software Alliance), which provides source code for UE,
eNB and EPC; or srsUE??, which centres on the UE. The PerformNetworks
tools which are not protected by intellectual properties agreements with third
parties will also become open source.

In addition, MORSE will also cover new research projects that will be part
of future releases of the testbed, some of these topics are:

e SDN Applications validation and verification. The use of formal methods
and runtime verification is currently being explored.

e NFV functionality, especially the CloudRAN features. There are ongoing
efforts to implement new network functions to enable optimized network
procedures and low latency communications.

e Mission critical communications are still on the testbed’s radar, especially
those involving high speed scenarios, such as railways, high availability
or ultra low-latency services.

e Advanced network probes. In the last few years probes for the core
network and Android phones have been developed, so the testbed will
be extended with new tools to provide even more information from the
stacks, making them deployable on commercial mobile networks.

6.8 Conclusion

This chapter has provided an overview of the PerformNetworks testbed
from its origin to its future evolution. The testbed has been used by many
different companies as well as by the MORSE group both for research and

Zhttps://github.com/srsLTE/srsUE
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innovation activities. We have described some of the challenges present in
mobile experimental platforms and have provided an overview of the different
tools which might be useful to the testbed’s users, as well as the status of the
most relevant FIRE testbeds in this field.

We have also depicted some of the implementations and integrations that
have been done in the context of the testbed. This includes the extension of
a conformance testing equipment to boost the number of available scenarios
with channel emulation, the implementation of an interoperability tool capable
of monitoring a communication interface remotely, providing information
and statistics of the status of the different processes in the network. An
Android application to perform drive tests of QoS and QoE has also been
provided, together with some details on the implementation of the different
experimentation and federation interfaces.

Some of the external experiments executed on the platform have been
described with details about their requirements and their achievements. We
have also outlined the research activities of the group, covering the analysis of
different services on both live and emulated networks, the execution of pilots
to enhance the realism of the deployments, the correlation of the information
from different levels of the stack and the efforts to provide of remote access
interfaces. Finally we have discussed future research activities for the testbed
including some details on its possible roadmap.

We expect that PerformNetworks will become a reference platform for
future 5G technologies and will attract more experimenters, by offering
simplified interfaces as well as consultancy services to improve their products
or research.
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Abstract

The challenges that cities face today are diverse and dependent on the region
they are located. Inherently cities are complex structures. To improve service
delivery in these complex environments the cities are being augmented
by “Internet of Things” (IoT) and ‘“Machine to Machine” (M2M) type of
technologies that lead to the emergence of extremely complex Cyber-Physical
Systems (CPS), often referred to as “Smart Cities”. To support choices for
technology deployments in Smart Cities, one has to gain knowledge about the
effects and impact of those technologies through testing and experimentation.
Hence experimentation environments are required that support the piloting
and evaluation of service concepts, technologies and system solutions to the
point where the risks associated with introducing these as part of the cities’
infrastructures will be minimised.

With this rational, the TRESCIMO (Testbeds for Reliable Smart City
Machine to Machine Communication) project deployed a large scale federated
experimental testbed across European and South African regions, allowing
for experimentation over standardised platforms and with different configu-
rations. Among others, the main requirement for the testbed federation was to
cater for the different contextual dimensions for Smart Cities in Europe and
South Africa. The testbed is composed of a standards-based M2M platform
(openMTC), using standard FIRE SFA-based management tools (FITeagle)
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and including a variety of sensors and actuators (both virtual and physical).
Furthermore, a Smart City Platform attached to openMTC hosts applications
for a variety of stakeholders (i.e. experimenters or typical end-users). A series
of experiments were conducted with the TRESCIMO testbed to validate the
plug-and-play approach and Smart City Platform-as-a-Service architecture.
This architecture is positioned to provide smart services using heterogeneous
devices in different geographical regions incorporating multiple application
domains. This chapter elaborates on, and validates the TRESCIMO testbed by
presenting the experimental results and experiences from two trials executed
in South Africa and Spain.

7.1 Introduction

Urbanization is a universal phenomenon with cities experiencing a significant
growth in population. This in turn is increasingly stressing services provided in
cities. Aspects related to the economic, societal and environmental challenges
need to be effectively addressed to ensure quality of life of citizens as well
as economic and environmental sustainability. Example challenges include
finding means to address unstable power supply in cities in developing
countries (i.e. South Africa) or ensuring a cleaner and greener environment
for both developed (i.e. Spain) and developing countries.

Smart Cities have been touted as a possible solution in addressing chal-
lenges in cities. A Smart City is associated with an environment containing
sensors and actuators able to observe and influence, and appropriate commu-
nications mechanisms into back-end platforms hosting applications. Using the
data acquired from the environment, applications can make smarter decisions
to the benefit of the city and its inhabitants.

The concept of interfacing with the physical world and linking the data with
digital services is referred to as Machine-to-Machine (M2M) and Internet of
Things (IoT). Inrealising a Smart City through M2M and IoT the technological
challenges are ranging from developing cost-effective sensors, supporting
and maintaining these sensors, creating or using appropriate network con-
nectivity means, utilising fit-for-purpose platforms as well as developing
domain appropriate applications need to be resolved. Other aspects related
to scale, heterogeneity, interoperability, and adherence to evolving standards
complicate the context even more.

Introducing technology just for technology’s sake is not appropriate,
especially in an environment with financial constraints and with gaps in
available resources (people as well as technological infrastructure). In a
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situation where technology is introduced, care should be taken to ensure the
required societal and environmental impact as well. To minimize risk when
introducing smart services in a city, especially when moving from a lab to a
real world context suitable experiments need to be conducted first. With these
experiments a better understanding of the challenges and potential for impact
and innovation become possible.

Testbeds for Reliable Smart City Machine to Machine Communication
(TRESCIMO) is a project aimed at understanding the complete context (both
technology as well as society) when smart city solutions are created and
rolled out in a city. The context also refers to instances where services and
solutions might be geospatially far apart and if a service and architecture
developed for one area can be utilised effectively in another area. TRESCIMO
created an intercontinental research facility using state of the art standards and
technologies for experiments associated with the real world.

Section 7.2 presents the TRESCIMO architecture and describes the trials
executed in Spain and South Africa. Furthermore the section elaborates on the
components used for the trials. Section 7.3 presents the trial experiments and
results, while Section 7.4 presents views on the results. Section 7.5 concludes.

7.2 TRESCIMO Architecture

TRESCIMO created experimental facilities in the context of Smart Cities
dealing with mass urbanization in both developed and developing worlds.
These facilities aimed to identify and implement appropriate architectures for
Smart Cities. The facilities also serve as means to investigate the utility and
impact of services related to smart and green technological social innovation
(e.g. the societal impact in energy management or greener environments).

Four dimensions were considered in TRESCIMO: a federated research
testbed, a Platform-as-a-Service Proof-of-Concept, and for validation a Smart
Energy trial and an Environmental Monitoring trial. Figure 7.1 depicts the
reference architecture for TRESCIMO. Software components were developed
that integrate and federate in a plug-and-play manner to experiment with, and
address a variety of requirements [4-7] .

Figure 7.2 depicts the architecture and software components used to realise
the reference architecture presented in Figure 7.1.

The software components in TRESCIMO utilises state of the art standards
(e.g. oneM2M, CoAP, Core-Link, and OMA LWM2M device management) or
innovates by leveraging prior art where no clear standards have yet emerged.
Based on the needs of a particular set of use-cases the components can be
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Figure 7.2 Integrated prototype architecture.
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integrated by deploying an appropriate combination of software components.
To validate the architecture and associated concepts a Smart Energy trial
and a Smart Environmental Monitoring trial were conducted. The Smart
Environmental Monitoring trial was executed in Viceng dels Horts, Barcelona,
Spain, while the Smart Energy trial was ran in Sandton, Fourways, Sunninghill
and Randfontein in Johannesburg, South Africa.

7.2.1 Smart Environmental Monitoring Trial

The Smart Environmental Monitoring trial utilises components as depicted
in Figure 7.3. The trial uses smart sensors (wake-up devices and air quality
sensors), gateways with delay-tolerant features to activate the wake-up sen-
sors, an openMTC gateway and platform (oneM2M compliant), the Smart
City Platform (SCP) and a visualisation application (Green City application).
The aim of the trial was to deploy a solution that monitors non-critical envi-
ronmental and pollution parameters in a city without the need for deploying
or relying on purpose built infrastructure.

Smart City
Application
Green City

Smart City Platform ‘

M2M Platform |
M2M Gateway ‘
GPRS
D  ABS
Gateway | Iwp
GPRS/WiFi
802.15.4 wireless from DTN
Gateway
Wake-up | Air Quality

Sensors Sensors

Figure 7.3 Smart Environmental Monitoring use-case architecture.
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The system is based on a Delay Tolerant Network (DTN) concept, where
a gateway, installed in a public transportation bus, is used as the sole element
to collect the data from sensors installed in the city close to the route followed
by the bus. To prevent battery powered sensors (installed in light posts, bus
stops and other street furniture) from battery starvation while continuously
waiting for the next gateway to collect their information, an energy-efficient
radio wake-up mechanism has been implemented. This mechanism uses two
separate radio interfaces in the low-power sensor nodes and the sensor: an
868 MHz interface that consumes less than 3 uW in listening state; and an
IEEE 802.15.4 radio interface that is only active to transmit or receive data.
Sensors are mostly in a “sleeping” state (only the low-power radio is active)
and isolated (no network is present). When a collector device (the gateway
installed on the bus) comes close to the sensors, the communications interface
in the sensor is enabled, triggered by the low-power radio, and observations
are captured and communicated to a gateway from where they are transferred
via the M2M platform, through the SCP and finally to the environmental
visualisation dashboard. The radio wake-up mechanism has been designed
with enhanced features allowing device addressing and an extended range of
tens of meters. In addition, air quality sensors, equipped with a WLAN or
GPRS interface, were installed in buildings owned by the municipality since
they require continuous power. The DTN-based gateway provides a WLAN
interface to collect the data from nearby air quality sensors.

The Smart Environmental Monitoring trial dashboard is presented in
Figure 7.4. It provides functionality to a user to view observation readings over
time for a specific resource (either the ones associated with the delay-tolerant
network or those connected directly to the backend).

7.2.2 Smart Energy Trial

Figure 7.5 depicts the components used for the Smart Energy trial. The trial
used Internet enabled energy measurement devices (referred to as Active
devices) and a gateway linked to the Smart City Platform via a Smart City
Platform Gateway application. The Smart City Platform hosts a web dashboard
application for the energy utility as well as a mobile enabling application
which is linked to a mobile app. The applications are capable of visualising
the consumption and actuate individual devices by switching them on or off
based on user demand. The communication between the Active devices and
the gateway uses a 6LoWPAN network, while communication to the Smart
City Platform uses the 3G cellular network.
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Figure 7.6 Energy mobile application.

Figure 7.6 presents a view of the mobile app for household owners. The
app presents consumption per individual appliance or aggregated consumption
for all appliances in a household. Figure 7.7 presents a web dashboard for an
alternative view on the household consumption.

7.3 Trial Results

In addition to verifying the TRESCIMO plug-and-play methodology and
Smart City Platform-as-a-Service concept, two trials with different aims were
conducted.

The Smart Environmental Monitoring trial verified the feasibility of
deploying infrastructure-less and energy-efficient data acquisition systems
for Smart Cities and demonstrated the functionality of the TRESCIMO
architecture in a real deployment. The Smart Energy trial focused on ver-
ifying the technological feasibility as well as gaining deeper understan-
ding of customer behaviour when smart energy solutions are installed in
households.

Through the validation and execution of the two trials numerous experi-
mental results were obtained.
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Figure 7.7 Energy web dashboard.

7.3.1 Smart Environmental Monitoring Trial

Figure 7.8 depicts the various components chosen from the TRESCIMO
technology stack for the Smart Environmental Monitoring trial.

7.3.1.1 Scenario and experiments
The trial was deployed in Sant Viceng dels Horts, a Spanish city of about 28000
inhabitants close to a cement factory. Due to this last aspect, the municipality
has a special interest in solutions to monitor environmental parameters
and pollution in the urban area. The following devices were installed
in the city:
e Five devices (provided by Airbase) dedicated to air quality and pollution
monitoring;
e Thirty four low-power wake-up devices equipped with batteries and
various environmental sensors (light, barometric pressure, temperature
and humidity);
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e One gateway device installed in a public transportation bus and two
devices installed in additional vehicles to support the evaluation.

Figure 7.9 shows the placement of the sensor devices (in green the wake-up
sensors and in yellow the air quality units) and the routes followed by the bus
(data collector). The trial began in October 2015 and has been kept running
after the finalisation of the project in December 2015.

Figures 7.10 and 7.11 depict several devices as installed in the city on light
poles, bus stops and buildings.
Two types of experiments were conducted for the trial:

e Acquisition of data from the sensors distributed in the city. The
objectives of this experiment are: 1) to prove that data can be collected
in a delay-tolerant manner; 2) to study the performance of the DTN and
wake-up based system in a real scenario and 3) to provide environmental
data, that is useful to the municipality as a potential end-user of the
solution, for surveillance or informational purposes. This information
will serve also as input for future experimenters (e.g. to test or validate
algorithms against real data).
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Figure 7.9 Routes followed by the bus and location of the sensor units: low-power wake-up
(green) and Airbase air quality (yellow) devices.

Figure 7.10 Sensor devices. Barometric wake-up device (left). Temperature, humidity and
light wake-up device (center). Airbase WLAN air quality device (right).
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Figure 7.11 Delay Tolerant Network devices. Bus passing close to a low-power wake-up
sensor device installed in a bus stop. Detail of the equipment (gateway) installed in the bus.

e Communication from the collector to the low power devices. The
aim is to validate the bidirectional communication between the collector
and the wake-up sensor devices. Bidirectional communication allows
the collector to gather data and to interact with the devices (e.g. for
reconfiguration, performing firmware updates over the air or polling) in
a delay-tolerant manner.

For the Smart Environmental Monitoring trial, the following Key Performance
Indicators (KPI) have been identified:

e Acquisition of data from the Wake-up and Airbase sensors and func-
tionality validation of the full stack. The data monitored from the sensor
devices should be collected and forwarded through the TRESCIMO
architecture. It should be possible to view the information using the client
web interface (Figure 7.4).

e Device energy consumption (for the wake-up sensors). Wake-up
devices should provide proof of low consumption and maximizing of
their battery lifetime and, thus, minimize the cost of maintenance of the
installed devices.

e Communication range (for the wake-up sensors). This parameter is
directly linked to the scalability and flexibility of the solution. The range
must be large enough to confirm that a moving vehicle can collect
the information without the need for stopping or reducing its speed.
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Furthermore, the range of the solution determines the size of the area
where sensors can be installed and, thus, the amount of devices that
can be supported by each route. Before installing the wake-up units in
Sant Viceng dels Horts, individual tests were performed in a controlled
scenario with the transmitter and the receiver in Line of Sight (LoS)
conditions to get an idea of the optimal performance (best case) in
terms of range that can be expected. The minimum range observed in
these experiments was about 36 meters and almost 50% of the devices
responded to wake-up signals at a distance of 50 meters or greater.
The expected performance in the real scenario should be close to these
values.

e Communication time window and amount of data that can be trans-
mitted or received during the wake-up process. These figures can help
to determine how much information can be sent from the sensor devices
to the collector in the bus (data gathering) and in the opposite direction.
These figures establish the capabilities of the system to support device
configuration or firmware updates over the air.

For the evaluation of the trial, the following tools and inputs for the analysis
are used:

e Tracking of the data monitored by the sensor devices; namely, envi-
ronmental parameters, battery consumption, and timestamp when the
collector module in the DTN-gateway acquires the data. This information
is stored during the trial and can be retrieved from the Smart City Platform
(SCP). It can be visualised by a user through the web visualisation
dashboard interface (Figure 7.4).

e Tracking of the GPS location data on the buses. Location and timestamp
observations are sent each time a wake-up process is triggered so that
it can be correlated with the wake-up process and with the reception of
the sensor data. This information is stored during the trial and can be
retrieved from the Smart City Platform (SCP).

e Tracking of the functionality of the wake-up mechanism. The following
parameters are recorded for each wake-up process: timestamp when the
wake-up node responds to the triggered radio signal, number of attempts
performed until a successful wake-up is received, distance to the sensor
node, and unsuccessful and unexpected wake-ups. The distance to the
sensor node when a data message is received is an indicator of the
effective communication range. Unsuccessful wake-ups are determined
when the transmission of the wake-up signal exceeds a given number
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of retries, which is a configurable parameter in the DTN-based gateway.
This information added to the statistics about the number of attempts
performed for the nodes in the trial provide insight into the performance
of the wake-up mechanism. Unexpected wake-ups indicate the reception
of data from a node that has not been prompted; this can help to detect
interferences from external sources that might affect the performance of
the overall system.

7.3.1.2 Evaluation results

Key results obtained from the evaluation of the Smart Environmental Monitor-
ing trial taking into account the aforementioned Key Performance Indicators
are presented in the following subsections.

7.3.1.2.1 Visualisation and monitoring of the data transmitted
by the sensor devices

A subset of data monitored during the trial is shown to illustrate the end-
to-end performance of the system. The monitored samples were obtained by
the wake-up low power sensors and the Airbase air quality devices. Note
that data is sent by the devices, collected by the gateway, forwarded by the
openMTC platform and stored in the Smart City Platform (SCP); thus, the full
TRESCIMO architecture can be validated. Further results have been reported
in the project deliverable which is publicly available [3].

Figure 7.12 illustrates the visualisation of data monitored by the wake-up
sensor devices during the period from November to January. Sensors were
programmed to capture instantaneous data samples only when the wake-up
is performed. Thus, connectivity gaps at night and on Sundays are visible.
The operation of the system during the trial months was also affected by
the unavailability of the bus due to mechanical problems and maintenance
operations. This prevented the gateway from collecting data from the sensors
for hours or even days at a time. The information gap observed in the web
application from the 20th to the 28th of November 2015 is a result of this.

Figure 7.12 displays the changes of the temperature in Device_16. The
device is installed on a light pole that has direct solar exposure. The first week
of November has been especially warm in Barcelona and its surroundings. This
explains the high values (above 30°C) monitored by the temperature probe. It
is noticeable how the maximum temperature dropped during December and
January, as would be expected for the winter season.

Figure 7.13 displays the NOg hourly average measurements captured by
one of the Airbase air quality stations. The Airbase devices allow data sampling
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Figure 7.12 Temperature measurements captured by a low power wake-up device in Sant
Viceng dels Horts.
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Figure 7.13 NO. measurements captured by the Airbase air quality device.

and storage while no network is available. Devices were configured to obtain
a measurement every 10 minutes. Spikes whose values are slightly over the
recommended healthy limit are noticeable. According to the EPA Air Quality
Level [2], values above 101 ppb over one hour period are considered unhealthy
for sensitive groups. Though spikes appear in a spurious manner, a continuous
surveillance of the air quality will be useful to the municipality to control their
repeatability and analyse their possible causes.

7.3.1.2.2 Performance of the DTN and wake-up system
As commented previously, one of the enhanced features of the deployed wake-
up system is the support for device addressability. Each wake-up sensor device
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has been programmed with a predefined IEEE 802.15.4 short address and a
2-bytes wake-up address. In the trial, devices use a unique wake-up address
to verify the unicast capabilities of the wake-up system. Multicast/broadcast
addressing has been also validated by configuring the wake-up addresses of
devices in close proximity with the same value. The usage of unicast and
multicast addresses will be an interesting capability when a large number of
sensors are installed in the city and different kinds of services are deployed.
In this way, it is possible to wake up a sensor or a group of sensors on demand
(for example, for configuration needs), while the rest of devices in the vicinity
remain in low power mode.

To obtain empirical results in a controlled LoS scenario, the gateway has
been configured to wake-up the sensor devices when its distance to the units
is equal or less than 50 meters. This distance assumes a straight line of sight;
however, in a real deployment the distribution of streets, driving directions
and objects (buildings, other vehicles, and traffic signals) act as obstacles in
the communication between the gateway in a moving bus and the wake-up
sensor. To improve the success rate of communication in such uncontrolled
scenario, the gateway can execute several wake-up attempts.

Figure 7.14 illustrates the average wake-up distance and the standard
deviation (in meters) for the sensors involved in the trial from the beginning
of November until the end of April. As observed, the deviation is considerable
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Figure 7.14 Average wake-up range of the DTN and wake-up based solution (in meters).
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in all the cases; however, this is an expected result in a real mobile scenario
where the performance of the communication can be affected by a multitude
of external and variable factors. Most of the sensor devices show effective
wake-up distances greater than 20 meters. A small number of devices show a
poorer result. This can be explained because of their location on street edges,
turnarounds or behind traffic signals. Collectively, the mean range observed for
all the devices over the full trial period is greater than 28 meters. This confirms
that wake-up technologies are a feasible option to retrieve information from
the city. Wake-up nodes installed behind a traffic light or a street crossing
sign experience a lower performance in terms of effective range and higher
percentage of unsuccessful wakeups. Unsuccessful wake-ups can occur due
to two reasons: (a) the maximum number of wake-up attempts is reached or
(b) the bus goes out of the wake-up range of the sensor. The first cause can
be explained by the bus turning a corner without direct visibility to the sensor
device, especially if the bus comes from a non-preference road or there is a
traffic light that forces a stop for a long duration. In the second case, it should
be noted that the amount of time the vehicle is in the range of the sensor
and, thus, the possibility to wake the device up and establish communication
will decrease with higher speeds. On average, the percentage of unsuccessful
wake-ups is below 8%. This can be considered a good performance in a real
deployment and under non-ideal and variable conditions. Finally, in almost all
the cases a maximum wake-up range exceeding 48 meters was observed. The
significant wake-up range validates the promising capabilities of the wake-up
mechanism implemented and deployed in the trial. These results serve as input
to determine what the best locations for the sensor devices are. The results
provide insight into the optimal settings to maximize the performance of the
wake-up system and to infer some recommendations that can be useful for
future deployments.

7.3.1.2.3 Consumption of the wake-up sensor devices

In the trial, the battery consumption of the low-power devices is reported as
a parameter in every data message. A trend over time can be visualised and
monitored. The energy usage of the device sensors over the long-term can thus
be monitored. Figure 7.15 provides a screenshot of the Smart Environmental
dashboard interface showing the average daily battery consumptions from
November to January for a sensor device (Device_41). The fact that no relevant
battery drops are observed in this period confirms that the device energy
consumption is performing as expected and that the devices are in a low-power
mode status most of the time. Note that the nominal value of the battery used
for the wake-up sensor devices is 3.6 Volts.
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Figure 7.15 Battery evolution of the low power wake-up devices.

7.3.1.2.4 Performance of the data collection process
and device update capabilities

Tests were performed to determine the communication time window and the
amount of data that can be transmitted in the uplink direction (from the sensor
device to the DTN-based gateway). To conduct this test the sensor device
was configured into a mode where packets are sent in a continuous manner
to the coordinator in the gateway. Tests were performed at several speeds to
simulate different scenarios. To allow for repeatability of the test and provide
more flexibility to control the speed of the mobile gateway, a particular vehicle
was used for this evaluation. The experiments were performed using one of
the sensors of the deployment installed on a lamp post and in the middle of a
straight street (to maximize the visibility between the gateway and the sensor
device). From the results obtained it can be concluded that the infrastructure-
less system implemented in the trial allows the devices to store and, at a later
time, send a considerable amount of data (between 30 and 40 kB) at a speed of
30 km/h between two consecutive bus journeys. This is interesting for a real
world deployment as the frequency of public transportation might be notably
low; for example, as in the case of the trial, some buses do not drive over
the weekend.

To validate the bidirectional functionality, it was confirmed that the
gateway is capable of changing the sampling rate and the wake-up address
of the sensor units in a delay-tolerant manner. Furthermore, it was possible
to send a message to the unit to reboot it and to query its current firmware
version and configuration settings. By default, the wake-up sensor device
operates in low-power mode; thus, once the wake-up is performed, a data
request to the coordinator in the gateway is performed requesting data. At that
moment, the configuration message is sent to the sensor unit. Once received,
the wake-up device needs to confirm the instruction with an acknowledgement
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(either positive or negative) that the operation has been completed and the
setting has been updated or discarded. When several consecutive packets
need to be transmitted to the environmental equipment (e.g. to perform an
over-the-air firmware update), the DTN-gateway would send a message to
the gateway to indicate that it must switch to active mode (always listening)
so that data is transmitted faster. As the IEEE 802.15.4 link is peer-to-peer
and symmetric, the amount of data that can be transmitted during a wake-up
process is equivalent to the results obtained in the bulk data tests performed
from the sensor unit to the gateway.

7.3.2 Smart Energy Trial

In the Smart Energy trial (Figure 7.16), 30 Eskom households were equipped
with the Active devices for monitoring the energy consumption (one Active-
Gate using 3G backhaul to the Smart City Platform, two ActivePlugs for
appliances and an ActiveDIN used for higher current appliances such as a
geyser or pool pump).
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Figure 7.16 Smart Energy trial use case.
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Figure 7.17 Active devices (ActiveDIN on the left, ActivePlug center and ActiveGate on
the right).

ActiveGate is a processing and routing platform, while the ActivePlug
and ActiveDIN are energy management devices. Figure 7.17 depicts the
ActiveDevices. In addition, a household owner had the Smart Energy mobile
app installed on his smart mobile phone.

The three devices (ActivePlug, ActiveDIN and ActiveGate) communi-
cate using a 2.4 GHz 802.15.4 radio module based on the STM32W108
System-on-Chip (SoC) from STMicroelectronics. The RF microcontroller
(the STM32W108 SoC) performs the low power wireless mesh networking
function and hosts a CoAP server with the device resources. The application
is built in the Contiki-OS framework.

ActiveGate uses an Odroid-U3+ single board computer with a 1.7 GHz
Exynos4412 Prime ARM Cortex-A9 quad-core processor, 2GB RAM, and
various external interfaces. The ActiveGate runs Ubuntu 14.04 LTS Linux
as operating system. The ActivePlug and ActiveDIN use STPMO1 metrology
circuitry for measuring voltage, current, power, line frequency as well as
active, reactive, apparent, and fundamental energy consumption and an ARM
Cortex-M4 microcontroller for managing the metrology, load switching, and
interface functions. The Cortex-M4 microcontroller from Atmel contains a
bare-metal application (no operating system) that continuously reads the
energy metrology chip and performs the energy related calculations. The
results are sent to the RF microcontroller at a rate of 2 Hz.

7.3.2.1 Scenario and experiments
Four aspects as related to the energy trial were investigated:

e Energy consumption awareness;

e Behavioural change;

e User experience using the mobile application, and
e Technology performance metrics.



7.3 Trial Results 231

To gain understanding into the homeowner, questionnaires were utilised (one
during installation and another during decommissioning). The questionnaires
also served as platform for the trial participants to voice their opinions
regarding the particular technology solution and similar systems in general.
Technology performance metrics were obtained through experiments and
measurements through the stack using the various physical installations.

7.3.2.2 Evaluation results
7.3.2.2.1 Energy consumption awareness
Table 7.1 presents results as extracted from the pre-trial questionnaire in
relation to awareness. It should be noted that all the participants were from
a high “Living Standards Measure” category and also had pre-existing smart
meters installed.

Trial participants responded as follows in the post-trial questionnaire
(Table 7.2):

An important aspect highlighted is the participants’ energy consciousness.
In the context of the energy constraints during the trial this is insightful as it
implies that through this technology people can become even more cognisant
of energy limitations.

7.3.2.2.2 Behavioural change

As the trial participants already had smart meters installed, comparisons over
the course of the trial with readings from the year prior to the trial were
possible. Results indicate that no clear and consistent change in consumption
was visible. The consumption was varied and ranged from significantly
increased consumption, significantly decreased consumption, and very small
changes. This indicates that users in general did not utilise (or were not able
to utilise) the smart mobile app to control their load. However, load control

Table 7.1 Pre-trial questionnaire summary

Yes No

Awareness of energy consumption: Do you track your consumption? 62% 38%
Response to behaviour change request: Do you respond to TV and 80% 20%
radio power alert requests to switch off appliances when requested?

Willingness to change behaviour: Would you change your 85% 15%
consumption patterns for reduced rates or rebates?

Device control: Do you have timers for control of devices installed? 71% 29%
Control preference: Do you prefer to switch your non-essential loads 86% 14%

yourself?
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Table 7.2 Post-trial questionnaire summary

Yes No
Energy Consciousness: Are you more energy 69% 31%
conscious than before the trial?
Change in consumption: Did you notice any Reduction: 54% No change:
changes in your consumption? Increase: 0% 46%
Motive for change: What will potential motive for ~ Financial: 31%
change be in response to reduced rates or rebates?  Security of Supply:

46%

Social: 8%

Security of supply

and financial: 46%
Control preference: Do you prefer to switch your 85% 15%
non-essential loads yourself?
Communication Medium: Would you prefer to 100% 0%

receive messages via your cell phone or rather
alerts via TV or radio?

was possible and utilised by some participants as illustrated in the following
two figures. Figure 7.18 depicts consumption readings on a geyser (hot water
boiler) where the household occupant did not control its appliance. This is in
contrast to Figure 7.19 where the occupant did choose to intervene and control
when the geyser should be switched on.

7.3.2.2.3 Mobile app

Trial participants only had access to information from connected appliances
via the mobile app as depicted in Figure 7.6. The web interface as presented
in Figure 7.7 was used by the project partners to verify operation of the trial
components. Results indicate low utilisation of the mobile app. This can be
attributable to challenges experienced with the mobile app itself. For example
it was reported that quite often login via the app was problematic. Furthermore
a low general interest was observed in gaining access to the current state of
consumption. User utilisation varied considerably. Results indicate that four
trial participants made use of the app (two significantly more than the other
two), while most trial participants did not.

Participant 7 logged in 196 times with 45 “on” and “48” off commands.
Participant 12 logged in 79 times with 42 “on” commands and 40 “off”
commands. Participant 18 logged in 208 times, with 95 “on” and 79 “off”
commands. The fourth participant logged in on 51 occasions and executed 14
“14” on and 16 “off” commands. Viewed in conjunction with Figure 7.20,
participant 7 and 18 experienced good uptimes of the complete system.
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Figure 7.19 Controlled appliance.
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7.3.2.2.4 Technology performance metrics

The technology performance metrics reveal a number of interesting aspects.
These are attributable to the stability of the technology and communication
effectiveness, as well as constraints related to trial participant access during
the trial. Figure 7.20 depicts the measured uptime per household during the
duration of the trial. The uptimes vary considerably within households. The
uptimes are calculated based on the number of observation data points captured
in the database (i.e. data flow throughout the complete stack from sensor to
application). This measurement is a good indication of the overall performance
of the technology stack. However, no conclusions can be made as to which
component impacted on the performance when challenges were experienced.
For instance, what in the stack prevented data flow (i.e. was it a failure in
backhaul connectivity, a device that has gone down or unavailability of other
components in the stack)?

Throughout the duration of the trial, updates of software on the accessi-
ble ActiveGates were done. This included monitoring and control software
able to detect if a software component has failed and, thus, needs to be
restarted. However, this functionality and new software releases could only
be installed on those devices having adequate communication. Uptimes in

Average uptime per House
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Figure 7.20 Average uptime per house.
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general improved for installations with good communication, while those with
poor communication (who would have benefited more from the updates) were
limited to the initial configurations and releases. The Active devices made
use of 6LoWPAN connectivity within a household. A significant variation in
signal strength is visible between devices in a household as well as between
households. Figure 7.21 depicts RSSI measurements in some households.
Within households the signal strength varied significantly.

7.4 Discussion

7.4.1 Smart Environmental Monitoring Trial Observations

In relation to the system performance, the results of the Smart Environmental
Monitoring trial obtained so far are promising and confirm the expecta-
tions. It demonstrated that solutions based on radio wake-up systems and
DTNs allow for information collection while minimizing the number of
devices that need to be deployed and maintained. Sensor devices have been
designed to ensure energy-efficiency and maximize the battery lifetime and
as a consequence reduce the operating expense (OPEX). Furthermore, the
improvements achieved by the project with the enhanced wake-up system
led to communication ranges of more than 40 meters (28 meters on average).
Experiments confirm that the range is sufficient to retrieve data from a moving
vehicle. Finally, addressing techniques permit to univocally determine the
sensor device to be woken up; this opens the possibility to deploy differentiated
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services in the city without real-time requirements (e.g. waste collection,
environmental monitoring and water irrigation) using the same approach.
The results not only validate the approach but also the interconnection and
integration of delay tolerant features with the openMTC platform.

With this concept, the performance of the system deployed in the
TRESCIMO project provides a significant outcome since it shows that an
alternative way of building a Smart City is possible. Until recently, sensing a
city required deploying sensors on the street and a set of devices (forwarders)
that can collect data from sensors and transfer the data to a collecting point
(gateway). From there, data is sent to a central element where data is stored
and can be processed. The deployment of forwarders and gateways in the
city is costly since they need to be connected to the mains and in the case
of the gateway to have connectivity to the network. The solution used in the
Smart Environmental Monitoring trial solves some of the difficulties listed.
It suppresses the use of forwarders and instead uses gateways installed on
vehicles (public transportation buses in this case) that move along the city.
The installation and maintenance of a gateway is much simpler since it can be
done when the bus is in the garage where sufficient power is readily available.
The main limitation of the solution is the lack of real-time reporting. This is
the reason why this solution is described as being delay tolerant. However,
there exist many smart city services without real-time requirements (e.g.
environmental monitoring, garbage collection, street furniture maintenance,
water irrigation, and smart meters) to which this solution is applicable. The
approach can have a further impact since the bus can be equipped with sensors
that measure relevant parameters while the bus is moving. This offers an
enhanced paradigm for data acquisition; often sensors capture data at a fixed
location while through the instrumented bus sensing becomes possible along
a variety of routes.

Another outcome from the project is the availability of an experimental
network in the city. The equipment deployed in the city is and will remain
available to any experimenter. In fact, sensors can be accessed quite easily
to retrieve data from them directly since very simple mechanisms are used.
Also, the gateways on the vehicles are integrated with the openMTC platform;
so their resources could be accessible by a third party through the M2M
platform.

A relevant outcome is the municipality recognition. The city is close to a
cement factory and citizens are concerned about air pollution. This is an issue
in the municipality and proof of this is the fact that the city has two fixed
environmental stations, one from the autonomous government and one from
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the cement factory. This is very rare, since most of the municipalities in Spain
have no monitoring station at all. The usage of the TRESCIMO technology
provides detailed environmental monitoring. This allows citizens to be more
aware of pollution in the environment. The municipality of Sant Viceng dels
Horts are pleased with the experience gained in the trial and is convinced
that the model supports the building of “more cost effective Smart Cities”
based on delay tolerant networks. Using a delay tolerant approach is more
suitable for a medium size city than deploying and maintaining a purpose
built infrastructure.

7.4.2 Smart Energy Trial Observations

Important aspects and learning were gained in the process of running the South
African Smart Energy trial. Actual residential Eskom customers were included
in the trial. This necessitated approval from a number of business divisions
within Eskom. It also implied that intrusion into the participant’s home and
daily lives be kept to a minimum and that mechanisms were in place to provide
training to the customer, provide continuous support (in the form of a call
centre), minimize any possible risk to the participant’s property and ensure
that the household was restored to the same state upon decommissioning.
In minimizing intrusion into the participant’s home (a total of only three in-
person engagements were done per participant), support and maintenance
of devices and gateways could only be done online. This in itself created
a problem when a device was offline as no means were available to reset
a particular device. It also became clear during the duration of the trial the
inherent tension in providing a near perfect operational environment where
all risks were removed against a research and development context where
failures and downtimes are expected (in hardware, communication, as well as
services).

A number of challenges were experienced during the trial. Most signifi-
cantly backhaul connectivity from the household to the Smart City Platform
proved to be a challenge. The trial used cellular communication hosting a
VPN connection. Cellular coverage in South Africa varies significantly. In
the trial, bandwidth throughput to gateways varied from 1.3 Mb/s to only
about 20 Kb/s. In some cases, no connectivity from household to backend
was possible. Naturally, the low bandwidth was problematic as connectivity
was intermittent, over-the-air updates were difficult and interaction through
the gateways at times almost impossible. This however is a valuable obser-
vation and result from the trial. The assumption has been made that cellular
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connectivity would be sufficient, but it is not the case, thus requiring other
connectivity solutions in addition to the cellular network. A DTN solution
as for the Environmental Monitoring could have been useful, but it was not
planned and thus not deployed in South Africa.

The 6LoWPAN signal strength in a household varied significantly and
was in some cases very poor (depending on where the devices were installed
relative to the gateway). This affected uptimes and data flow. The current
gateway made use of an internal low gain antenna. The signal strengths indicate
that this is not adequate. In lab setups and testing, gateway external antennas
were used. With the external antennas, the stability and uptimes were excellent,
in some instances six weeks went by without any communication failures. This
implies that in future experiments the gateway will have to be fitted with an
external 6LoWPAN antenna, in addition to an improved backhaul connection
mechanism.

The trial was impacted by hardware failures, in particular Channel 1
in a number of ActiveDINs failed when under high load. This required
an electrician to replace the ActiveDIN, or rewire Channel 1 to an unused
channel.

The mobile app served as a means for the participant to access his own
energy consumption. In minimizing possible disruption to the participant, a
choice was made to use a trial specific email address for user authentication.
This in retrospect was problematic as the user often defaulted into using his
personal email with the result that he was not able to log in. Results from the
trial were further skewed due to the downtimes experienced in connectivity. It
can be noted that participants made use of the app where reliable connectivity
was available. However, a broader set of results would have been possible if
enhanced uptimes were obtained throughout the trial.

User experience from the trial was predominantly positive. Feedback
indicated that opportunities exist to enhance the system (in hardware and
software service reliability, connectivity, look and feel, and ergonomics of the
devices), but also that the utilisation of next generation smart devices using
the latest standards such as 6LoWPAN, CoAP can form the basis of smart
demand side management solutions.

Through the trial, insight into the participant behaviour was obtained.
Awareness of energy consumption was raised. Feedback from the participants
also indicated that they would prefer to control their own environments and
not have the utility do so remotely. Given this it is interesting to note that this
was not a function often used by the participants.
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7.4.3 General Observation

A key observation from the results presented is the utility and functionality
of the TRESCIMO testbed. The aim was to come up with a plug-and-play
approach supporting reconfiguration based on needs of a specific context. In
the execution of the two trials, different components were used to experiment
with and gather the results. The results obtained and the ability to execute
the two very different trials supports the TRESCIMO approach and usability
which were key requirements in the TRESCIMO vision.

7.5 Conclusion

The masses of people moving to cities are straining services provided by those
cities. Smart City concepts are required to enhance the efficiencies of existing
services, or to create new services. The impact and value of services are not
always well understood. Similarly, the technologies and architectures required
to actually implement those services are still evolving. To address these issues
(i.e. to experiment with appropriate architectures in cities with applications
introducing value) real world experimentation is required. TRESCIMO has
created an international, intercontinental research testbed aimed at creating
such an environment and to also validate the technologies, services and better
understand the societal value introduced through these services.

The TRESCIMO architecture is based on standardized protocols and
technologies where they exist, or by creating new innovative solutions for
the technology stack where no standards exist or technology gaps are present.
The architecture resulted from efforts to define and implement a reference
M?2M solution, which could be adapted and applied to very diverse use cases
and scenarios and to different contexts. To prove the validity and flexibility
of the solution, two trials were conducted, each with different aims.

In Spain, a Smart Environmental Monitoring trial was deployed that
focused on the usage of an infrastructure-less system based on delay-tolerant
networks to supervise environmental parameters and air pollution in Sant
Viceng dels Horts. The results of the trial led to promising results and have
raised the interest of the municipality. The city is surrounded by several
factories and, thus, pollution is a critical issue for its citizens. Furthermore,
the proposed solution does not require a big investment in infrastructure and
would be applicable to multiple services in the city that do not rely on real-
time requirements. This aspect is very interesting for small and middle-sized
cities that usually have limited resources. Finally, the results in Spain could
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in future open doors for new technology possibilities in South Africa; for
example, the same approach used for infrastructure-less sensing can rapidly be
deployed.

The South African trial focused on Smart Demand Side Energy Manage-
ment. [texplored the technical feasibility of components from the TRESCIMO
technology stack for monitoring and managing instrumented appliances in a
household. Furthermore, the trial interfaced with household occupants to better
understand their needs and the perceived value of having access to Smart
Energy management systems. The technology components used for the trial
were validated and showed that such systems can be utilised in a developing
world context. It further showed that these types of solutions have value to
the occupant, given that the reliability of the technology is at an acceptable
level.
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8.1 Introduction

The demand for ways to explore and understand how applications and services
behave in a shared software defined infrastructures is increasing. Completely
new applications are emerging, alongside “Big Data” and the convergence
of services with mobile networks and the Internet of Things (IoT) all exploi-
ting Cloud scalability and flexibility along with integration with software
defined networks. These innovative technologies are creating opportunities for
industry that requires a new collaborative approach to product and services that
combines, commercial and funded research, early-stage and close-to-market
applications, but always at the cutting edge of ideas.

The range of application sectors places significant challenges for cloud
infrastructure and application providers. How to manage infrastructure
resources considering the new types of demand? How will applications behave
on a shared virtualised resource? This is not a new problem and some of
the issues are now being addressed by Platform-as-a-Service providers, but
the landscape is changing again as the convergence of cloud computing
and dynamic software-defined networks picks up pace. The merging of
industries and technology requires a collaborative approach to product and
service innovation that allows technical and businesses exploration across the
traditional boundaries of telecommunications and cloud infrastructures.
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In this chapter we summarise six years of cloud and services experimenta-
tion at the BonFIRE facility which ran its last experiment on 30 May 2016. We
show how BonFIRE delivered impact and broke new ground for technically
advanced and sustainable Experimentation-as-a-Service (EaaS) platforms
supporting cloud and service innovation with cross-cutting networking affects.

8.2 A Cloud and Services Experimentation Service

BonFIRE was a multi-site experimentation service for research and develop-
ment of novel cloud and networking products and services. BonFIRE allowed
customers to outsource testbed infrastructure on-demand by offering the four
key capabilities necessary for experimentation: control, observability, usabi-
lity and advanced cloud/network features (e.g. cross site elasticity, bandwidth
on-demand). These features lead to reduced barriers to entry for providers of
innovative Cloud offerings.

BonFIRE provided infrastructure capacity to support medium scale cloud
experiments through a permanent infrastructure providing a hub that was used
as the foundation for growth to larger scale experiments through additional
on-request resources and relationships with 3rd party suppliers. BonFIRE
operated a multi-cloud broker that brought together pan-European providers
of cloud and network infrastructure. Uniquely, BonFIRE offered capabilities
to control cloud computing and network infrastructure using a single interface,
in this way experimenters could explore cross-cutting effects of applications,
clouds and networks, in scenarios with increasing levels of realism. Software
technologies could be deployed on demand either on a single site with
highly controllable emulated networking or on multiple sites with controlled
wide-area networking. No other public cloud or network provider offered
this capability at the time. With a prioritisation on ensuring accuracy and
confidence in results, BonFIRE allowed experimenters to control and observe
the behaviour of physical and virtualised infrastructure in ways that was
not offered by existing public cloud providers (e.g. Amazon, Rackspace,
or Flexiant). BonFIRE achieved the differentiation by targeting Research
Technology and Development (RTD) phases of the technology lifecycle
rather than downstream production deployments of customer technology.
BonFIRE capabilities were designed for testing and experimentation, rather
than production runs where business drivers require operational decisions
that prioritise service level guarantees and scale rather than controllability
and observability.
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Figure 8.1 The BonFIRE infrastructure.

BonFIRE'’s targeted experimenters where those with insufficient capital
or requirement for long-term investment in dedicated testbed facilities them-
selves. This includes Small and Medium Sized Enterprises (SMEs), academic
researchers, and research collaborations (e.g. EC Projects). BonFIRE was not
a “mass” market service, but at the same time, most users are largely self-
supporting and the service was not tailored for each customer. Supporting
experimenters in the development of service strategies was a key part of EaaS
along with tools to transition technology from service design to service opera-
tion in production environments. BonFIRE recognised that transitioning new
services from an experimental facility to production environments efficiently
was essential to reduce the time to market by interoperating with production
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cloud providers to ensure technology could be transferred to mainstream
deployment easily.

BonFIRE offered a multi-site, geographically distributed set of federated
testbeds. At its peak, BonFIRE included seven sites across Europe, which
offer 660 dedicated cores, with 1.5 TB of RAM and 34 TB of storage (See
Figure 8.1). An additional 2,300 multi-core nodes could be added to BonFIRE
on user-request using additional capacity at testbed sites, each heterogeneous
in terms of Cloud managers, with OpenNebula', HP Cells> and VMWare
employed; the hypervisors and the types of hardware employed are also
very varied. In addition to Cloud resources, BonFIRE allowed access to
the Virtual Wall emulated network facility with proxy access to Amazon
EC?2 resources, access to FEDERICA? and the AutoBAHN Bandwidth on
Demand* service of GEANT. More recently BonFIRE was integrated within
the European Federation of future internet testbeds FED4FIRE> enabling
many new experiments wanting to explore clouds in the context of Internet of
Things and mobile networking.

8.3 Technical Approach

Design Principles and Architecture

BonFIRE offered services based on unique design principles that were not
easily obtained in public clouds but are important for cloud-based testing on
novel future internet applications. These principles included:

e Controllability: allow experimenters to control the infrastructure at mul-
tiple levels by specification their resourcing requirement not only on
virtualisation level, but also on the underlying physical level (e.g. deploy
two VMs on the same physical host).

"New applications emerge exploiting Cloud scalability and flexibility along with integration
with software defined networks.

2HP Labs cloud-computing test bed projects —Cells as a Service, http://www.hpl.hp.com/
open_innovation/cloud_collaboration/projects.html

3Peter Szegedi et al., “Enabling future internet research: the FEDERICA case”, IEEE
Communications Magazine, Vol. 49, No. 7, pp. 54-61, July 2011.

*GEANT Services — AutoBAHN, http:/geant3.archive.geant.net/service/autobahn/Pages/
home.aspx

5Vandenberghe, W., Vermeulen, B., Demeester, P., Willner, A., Papavassiliou,
S., Gavras, A., ... & Schreiner, F. (2013, July). Architecture for the heterogeneous fede-
ration of future internet experimentation facilities. In Future Network and Mobile Summit
(FutureNetworkSummit), 2013 (pp. 1-11). IEEE.
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o Scalability: allow experimenters to construct high-scalable infrastructure
for running their experiment by adjusting the size of the infrastructure at
runtime.

e Federation: provide seamless integration and unique access to cloud
services under different domains of control through standard protocols.

e Heterogeneity: support provisioning of different infrastructure consisting
of various VM types and networking resources from geographically
distributed cloud constituents.

e Networking: provide highly networked resources allowing experimenter
to emulate complex and dynamic internetworking environments for their
experiments.

e Observability: allow experimenter to define and gather infrastructure-
level, both virtual and physical level, and application-level metrics to
evaluate and analyse experimental results.

BonFIRE was designed and operated to support testing of cloud applications
based on the notion of deploying software defined infrastructure resources in
ways that allows testing to monitor what’s going on inside the cloud allowing
understanding of the performance and behaviour of the system under test, the
causes of their degradation and the opportunities to improve them. BonFIRE
was not a site for production running or for routine application development.
BonFIRE was for experimentation through empirical investigation, which can
be in a wide variety of research areas including but not limited to elasticity,
cloud reliability, networking, heterogeneous clouds and federation. Different
levels of access were offered including basic cloud infrastructure, impact of
cloud on an existing application, investigation of new scenarios such as next
generation mobile networks.

BonFIRE provided an experimentation platform which is not only highly
controllable at all levels, but also offered tools to enable experimenters to
investigate in-depth. Designed for usability and versatility experimenters
could quickly get down to the details of their work, often under strict
time-constraints. On top of this, BonFIRE offered unique testbeds for cross-
cutting research in network effects, bandwidth on demand, and heterogeneous
servers, and advanced tools such as the ability to emulate contention effects.
All features were offered through the BonFIRE Resource Manager (RM),
facilitating access to the disparate and geographically distributed resources,
and in the management plane, and perhaps above all in the choice of well-
defined interfaces which enable researchers to define, control, run and re-run
their experiments according to their needs.
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Ahighlevel view of the BonFIRE architecture is shown in Figure 8.2. Users
can interact with BonFIRE using a web Portal, an Application Programming
Interface using the Experiment Manager (EM) using a declarative, multi-
resource, deployment descriptors or using the BonFIRE RM that provided a
RESTful, Open Cloud Computing Interface (OCCI) [REF] interface to create
and manage resources one at a time. Interactions with the BonFIRE API were
programmed or scripted using a variety of tools. BonFIRE used a centralized
broker-wrapper architecture for federation implemented in the RM. The RM
service maps user requests to the appropriate infrastructure site and used
an implementation of the wrapper pattern to translate these requests to the
appropriate format for each site.

Components

In this section we describe in more the components within the BonFIRE
architecture.

Portal

The Portal offers the experimenter a graphical interface to the BonFIRE
capabilities. It has a view of the experimenter’s data, the running experiments,
and the available platform capabilities. The Portal accesses the functionalities
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Figure 8.2 The BonFIRE architecture.
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exposed by the BonFIRE Application Programming Interface (API). Every
function performed through the Portal could be performed by the experimenter
without using the Portal by issuing the respective HTTP requests directly
to the API. The task of the Portal, however, is to make this process much
more convenient and provide a concise overview of the resources and options
available to the experimenter. The Portal furthermore provides additional
documentation and guidance to the user. The Portal is implemented as a web
application written in the python programming language and implemented
as a set of plugins to the content management system and web application
framework Django®.

Experiment Manager (EM)

The Experiment Manager (EM) provides a simple RESTful HTTP interface
to allow users to create a managed experiment by uploading an experiment
descriptor file. The experiment description is parsed and validated imme-
diately, and the user is notified of the success or failure of this stage. The
experiment will be deployed in the background by making successive calls
to the RM, and the user can check the status by doing a HTTP GET on the
managed experiment resource. Through the use of GET, the user can also
download the experiment log file, which lists messages on the progress of
the experiment. The EM keeps track of a ‘managed experiment’ resource,
which has a status and a link to the URL of the experiment on the RM. The
managed experiment can also be deleted from the EM; this will also delete
the experiment on the RM.

BonFIRE’s investment to ease of use was the inception of a domain-
specific, declarative experiment descriptor. The JSON-formatted BonFIRE
Experiment Descriptor covers all BonFIRE features that are invoked at
deployment time. Unlike the transactional OCCI interface, the user submits
a single document to the EM interface. The EM identifies dependencies
between resources and decides on order of execution. Consider for example an
experiment that has a monitoring Aggregator using a separate storage at Cloud
Site A; one compute at Cloud Site A and another one at Cloud Site A B. The
EM will first create the storage; then creates the Aggregator and take its site-
supplied IP; and finally create the VMs and pass that Aggregator IP to them as
part of their context. The Experiment Descriptor is the cornerstone of usability
for BonFIRE, the vehicle for Experimentation-as-a-Service. In the context of
Cloud testing, what the users want to do is deploy large scale experiments, on

Shttps://www.djangoproject.com/
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various facilities. What they then want to do is run the same experiment, under
controlled conditions, to build the statistical confidence that their findings are
correct and collect the data that prove it. What they may also want to do is to
change the deployment to different target systems, to observe the effect.

Resource Manager (RM) and APIs

The RM is the component that provides the resource-level API through which
users, and higher layers such as the Portal and EM, interact with BonFIRE.
The RM is the entry point for programmatic resource level interactions with
BonFIRE. The RM API is an open interface based on the Open Cloud
Computing Interface (OCCI)’ that allows experimenters to build their own
clients or use direct Command Line Interface (CLI) calls to the API, which
can be embedded in scripts. Through the API, BonFIRE allows experimenters
to select the site on which to deploy their VM. A motivation might be a
particular application topology the user is interested in studying, in which
specific components of the application can be placed at specific sites. One
step up from observing, the BonFIRE user can specify themselves on exactly
which host to place their VM. This feature could be used to deploy their VM
on the specific kind of hardware that they prefer, and BonFIRE’s sites have
different hardware both between them and inside them.

The Portal is an example GUI client of the RM API. Others include a client
toolkit called Restfully and the BonFIRE Command Line Interface (CLI).
Restfully® is a Ruby library that utilizes the RESTful BonFIRE API to allow
deployment and control of the experiment. The experimenter can develop the
logic that they need on scripts and add very complex, runtime functionality,
as allowed by Ruby and its powerful libraries. The Command Line Tools
are a powerful way of scripting deployment and control. They are a Python-
based toolkit that encapsulates the OCCI and exposes an intuitive interface
that covers all aspects of the BonFIRE functionality.

Enactor

The Enactor shields the technical details of how to communicate with each
specific testbed from the higher level RM. Once the RM has decided to perform
an action on a testbed, the Enactor is in charge of transforming that request onto
suitable format for the appropriate testbeds through a collection of adaptors.
Adaptors where classified into four different categories: OCCI adaptors (that

"OGF Open Cloud Computing Interface Working Group, http://www.occi-wg.org/
8Restfully, https://github.com/crohr/restfully/blob/master/README.md
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Figure 8.3 BonFIRE cloud and network infrastructure adapters.

are subdivided into five different types: OpenNebula, HP Cells, VirtualWall,
and VMWare vCloud), Amazon EC2, AutoBAHN, and FEDERICA. It is
possible to add other kind of adaptors outside those categories, making
BonFIRE easily extendable.

The Enactor was not responsible for the security of the incoming call — but
in counterpart it must enforce secure communication with the testbeds. The
Enactor authenticates itself against testbed APIs (for example, by presenting
a valid certificate, while user attributes are passed as HTTP headers — the
testbed APIs can log/use them as they wish for auditing/accounting pur-
poses). The Enactor supports multiple, concurrent, possibly time-consuming
requests. It is a non-blocking service, capable of serving other requests while
asynchronously waiting for a response from one of the testbed APIs.

Monitoring

BonFIRE provides its users with experiment monitoring facilities that support
three types of metrics: VM metrics, application metrics and infrastructure
metrics. BonFIRE provided this functionality through the use of the Zabbix
open source monitoring software’. The Zabbix system adopts a client/server
approach where the monitoring aggregator plays the role of the server and
monitoring agents are the clients. Experimenters are free to deploy aggregators
and agents in what in whatever way they wish but BonFIRE provides explicit
support for the pattern where a single monitoring aggregator is deployed for
each experiment. This aggregator collects data from several monitoring agents

‘www.zabbix.com
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deployed throughout the experiment and possibly also from infrastructure
level aggregators deployed at each testbed.

The aggregator has been made available in the form of a dedicated virtual
machine image containing an installation of the Zabbix monitoring software.
This image is deployed like any other virtual machine image — no further
configuration by the experimenter is required. The only requirement for the
VM running the aggregator is that it must have an IP address that is reachable
from the other VMs in the experiment and by the Resource Manager and Portal.
This is necessary to enable the monitoring agents deployed on the individual
machines to contact the aggregator and to enable the Resource Manager and
Portal to expose the Zabbix API and web interface respectively.

A monitoring agent software is also included preinstalled within the images
provided by BonFIRE. It needs to be configured with the IP address of the
monitoring aggregator. This configuration is realized through the contextu-
alization mechanisms of OCCI. After startup, the agent will register itself
with the monitoring aggregator, from which point on the agent machine is
fully integrated within the experiments monitoring system. The experimenter
has the ability to further configure the agent by defining personalized metrics
which should be evaluated and sent to the aggregator. This can be done through
the standard mechanisms of the Zabbix software or via the contextualization
section of a BonFIRE OCCI request.

The experimenter has multiple options on where to store the monitoring
data of an experiment. The monitoring data can be stored either inside or
outside the aggregator image. In the second option, the database of the
aggregator is stored in an external, permanent storage that is mounted as
an additional disk to the aggregator VM. This option enables more flexibility,
the experimenter can set, on-demand, the storage size for the monitoring data,
and this data is also available after the experiment’s expiration or deletion.
As a third option, the experimenter can use an external storage resource
that was already in previously experiment. All these options are available
through the BonFIRE Portal. By default the aggregator is created with an
external, permanent storage with 1 GB size. As well as monitoring at the
VM level, BonFIRE also supports monitoring at the infrastructure level.
Those testbeds that support infrastructure monitoring have an infrastructure
monitoring aggregator that gathers information regarding the whole testbed.
An experiment aggregator fetches monitoring data of predefined, privilege
metrics relating to those physical machines that host its virtual machines. The
experiment aggregator fetches this data through the monitoring API.
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Elasticity Engine

The Elasticity Engine supports three possible approaches for elasticity in
BonFIRE: manual, programmed and managed. The BonFIRE components
support manual elasticity by providing a Portal that allows various monitoring
metric to be observed and the RM’s OCCI API through which resources may
be created or deleted. Additionally the architecture supports programmed
elasticity via the Resource Manager’s monitoring and OCCI APIs. This is
done by the elasticity engine (EE) a stand-alone component able to manage the
experiment based on some Key Performance Indicators (KPIs). It is basically
arules engine which can be configured via OCCI. It can be deployed inside a
compute resource used by the experiment. In this way it is possible to create
an elastic experiment using the portal, the experiment manager, or directly
sending requests to the resource manager.

The basic functionality of the elasticity engine is to automatically increase
or decrease compute resources in a running experiment. The experimenter has
to pre-configure his own image using the SAVE_AS functionality. Once the
image is ready he has to communicate this information to the elasticity engine
which will deploy or remove compute resources automatically based on some
rules expressed by the experimenter.

In order to distribute the load between different compute resources, the
elasticity engine deploys a load balancer which is included in the BonFIRE
standard images. The load balancer is part of the standard pool of images.
It provides internally two different kinds of load balancer: HTTP and SIP.
The first one is based on the open source HAProxy, with an additional HTTP
interface for being managed remotely by the EE. The second one is based on
Kamailio, an open source SIP proxy which offers also some functionalities
of dispatching messages. Figure 16 shows an example of architecture of an
elastic experiment.

CoCoMa: Controlled Contentious and Malicious Patterns

One of the main common characteristics of cloud computing is resource shar-
ing amongst multiple users, through which providers can optimise utilization
and efficiency of their system. However, at the same time this raises some
concerns for performance predictability, reliability and security:

e Resource (i.e. CPU, storage and network) sharing inevitably creates
contention, which affects applications’ performance and reliability.

e Workloads and applications of different users residing on the same
physical machine, storage and network are more vulnerable to malicious
attacks.
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Studying the effect of resource contention and maliciousness in a cloud
environment can be of interest for different stakeholders. Experimenters may
want to evaluate the performance and security mechanisms of their system
under test (SuT). On the other hand cloud providers may want to assess their
mechanisms to enforce performance isolation and security.

The Controlled Contentious and Malicious patterns (COCOMA) compo-
nents provides experimenters the ability to create specific contentious and
malicious payloads and workloads in a controlled fashion. The experimenter
is able to use pre-defined common distributions or specify new payloads and
workloads. VM images can be created that allow the injection of CPU, memory
and disk I/O contention patterns to the physical host. COCOMA allows these
types of contention to be combined and also allows variation of the intensity
of contention across time. Still, all this control is not enough and affects other
users on a multi-tenant physical host. To combat this, BonFIRE grant users
exclusive access to physical hosts. This eliminates contention on the local
disk, the memory and the CPU of the physical host, and combined with
COCOMA gives BonFIRE users unique control across the whole range of
zero to maximum isolation.

Networking

BonFIRE’s multi-Cloud services has extensive support for controlled net-
working experiments. BonFIRE includes the Emulab-based [REF] Virtual
Wall facility, which allows users to construct not only compute and stor-
age resources, but also networks with user configurable bandwidth, latency
and packet-loss characteristics. The user can modify these metrics at run-
time, using BonFIRE’s API or Portal. The Virtual Wall also allows users to
inject background traffic to their networks and change the network buffering
strategies. BonFIRE is also an early adopter of the GEANT AutoBAHN pilot
service of bandwidth on demand provision. AutoBAHN allows users to set
up a point-to-point link with predefined bandwidth between two sites in its
deployment. With the help of GEANT, Janet and PIONIER, BonFIRE exposes
this functionality to end-users that deploy their VMs on the EPCC and PSNC
testbeds. Although it only allows control of bandwidth, AutoBAHN is more
realistic than the Virtual Wall in that it involves real, rather than emulated
network devices. In our experience, the key benefit of AutoBAHN for testers
is not so much guaranteeing the quality of service, which is GEANT’s intended
use, but rather policing it to within the limits of the user specification, so as
to allow users to evaluate their system under known network conditions.
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BonFIRE was committed to bridge the gap between advanced network-
ing functionalities and the target cloud user community. To this end we
enriched our interface to ease adoption of the network features. For example,
AutoBAHN requires routing set-up on the newly created compute resources.
BonFIRE exposes routing at the familiar, OCCI level, and provides simple
directives as well as guidelines to declare routing on VM instantiation. This
allows our users an easy, error-free way to specify routing without accessing
the resource after it has been instantiated. Importantly, they get the network
service without needing to go down to its level.

Experiment Data Provenance

An Experiment Data Manager (EDM) for Provenance (Prov) is used to
describe the provenance of an Experiment, resources (compute, storage and
network) within the experiment(s), any software/services running on the
resources, any particular components as part of software/services, any users
interacting with entities in an experiment. The EDM Prov will build upon
the W3C PROV Data Model (PROV-DM)', which is a recent specification
that stems from work on the Open Provenance Model (OPM)!! with many
existing vocabularies, applications and libraries/services. The PROV-DM
core model allows extensions, such as subtyping (software agents running
software). Other extensions for BonFIRE will be identified and made available
to experimenters. PROV-DM model is very flexible, allowing experimenters to
capture provenance of anything within their experiments. The model also sup-
ports bundles and collections of entities, allowing provenance of provenance.
PROV-DM therefore offers a very powerful framework for experimenters
to use in BonFIRE. The EDM Prov will comprise several components and
will be made available in a VM image that experimenters can deploy as an
optional service in BonFIRE. Other components in BonFIRE, like COCOMA,
or services deployed by the experimenters on different compute resources may
also generate provenance events, which need to be sent to the EDM Prov. To
achieve this, the contextualisation functionality in BonFIRE can be used to
provide those components with the IP of the EDM Prov, in the same way it
is currently used for passing the Zabbix Aggregator IP to VMs with Zabbix
Agents for monitoring.

Ohttps://www.w3.org/TR/prov-dm/
http://openprovenance.org/
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Authentication, Authorization and Accounting

The authentication solution adopted by BonFIRE is based on existing state-
of-the-art components such as Apache modules and Lightweight Directory
Access Protocol (LDAP). To secure the connections between the components
of the BonFIRE architecture server certificates are needed. These certificates
are issued by the BonFIRE Certificate Authority (CA). The components behind
the Resource Manager validate HT TP requests by using the BonFIRE Asserted
ID Header field. These components trust the request from an authenticated
user, because of the existing X-BonFIRE-Asserted-ID header field. The LDAP
server and the BonFIRE CA are deployed on a VM with private IP address at
HLRS. For security reasons access to that server is restricted. The BonFIRE CA
is based on OpenSSL and the LDAP server for storing centralized information
based on OpenLDAP.

The Authorization Service is used by the Resource Manager to control
access to certain resource types and sites on a per-group basis. For example, the
authorization service may restrict users in a group so that they can only use two
named BonFIRE sites. Additionally, the Authorization Service also monitors
current usage on a per-group basis and can be used to control the maximum
amount of resources used by a group at any given time. The Authorization
Service was added to support the degree of capability management that is
required for BonFIRE open access phase.

The Accounting Service records all the usage of BonFIRE and can
produce usage reports. These usage reports are essential to understand
usage of BonFIRE with a view to informing sustainability decisions. The
accounting reports were also envisaged as a precuser to any future billing
system.

8.4 Federation of Heterogeneous Cloud
and Networking Testbeds

BonFIRE offered a federated, multi-site cloud testbed to support large-scale
testing of applications, services and systems. This is achieved by federating
geographically distributed, heterogeneous clouds testbeds where each exposes
unique configuration and/or features while giving to the experimenters (users)
a homogeneous way to interact with the facility. BonFIRE supported five
different types of Cloud testbed:

e OpenNebula: The currently operated OpenNebula version 3.6 includes an
implementation of an OCCI server based on the OCCI draft 0.8. In order
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to provide valuable cloud functionality, additional fields of use were
added by the BonFIRE developers in order to improve and extend the
whole OCCI software stack of OpenNebula.

e HPCells: The OCCI at HP Cells is completely stateless, so there is nothing
that can get out of sync with the BonFIRE cental services or with the Cells
state. BonFIRE-specific information such as groups, users, etc. are not
stored, so the information retrieved on each request from the Enactor is
filtered according to the permissions of the requesting user. This OCCI
server was implemented specifically to support the BonFIRE project.

e Virtual Wall: The Virtual Wall emulation testbed is not a typical cloud
environment, as it lacks the ability to dynamically add computes to
an already running experiment. However, its functionality offers a first
step to bridge the gap between network and cloud experimentation. The
Virtual Wall offers the same OCCI resources as the other testbeds in
BonFIRE, but their implementation is very different due to its underlying
framework, Emulab. For instance, the Virtual Wall maps Compute
resources to physical nodes, which prevents virtualisation, but allows
the experimenter to take full control of the hardware. In response to
the need of experimenters to share larger amounts of storage between
different Compute resources, the Virtual Wall implements a notion of
shared storage based on the Network File System (NFS).

e VMWare vCloud: vCloud does not offer by default an OCCI API. Similar
to the case of HP Cells, an OCCI server was developed inside the
BonFIRE project that interacts with the VMWare vCloud Director API
to support VMWare Cloud facilities. The OCCI server is stateless, all
the requests coming from the Enactor are translated and mapped to the
proprietary APL

e Amazon EC2: The Amazon EC2 endpoint at the Enactor makes use
of the API that Amazon provides to connect remotely to their Cloud
services. The endpoint only allows to manage two kind of resources:
storages and computes that are mapped to their Amazon equivalents,
volumes or images and instances. In order to deal with the large volume
of information returned, BonFIRE caches some OCCI queries in the
Enactor, like listings of EC2’s numerous storage resources.

BonFIRE supports experimentation and testing of new scenarios from the
services research community, focused on the convergence of services and
networks. In order to support network experimentation, BonFIRE is fed-
erated with the iMinds Virtual Wall testbed; and is interconnected with
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two network facilities: FEDERICA and AutoBAHN. The most distinctive
features of the iMinds Virtual Wall are related to its networking capabilities.
Whereas the other BonFIRE testbeds only provide a best-effort variant of
the Network resource, the Virtual Wall implements three different types of
Network resources: Default Networks that provide basic connectivity between
two or more Computes; Managed Networks that provide controllable QoS
(parameters that can be adjusted are bandwidth, packet loss rate and delay)
over the network links; and Active Networks, that, on top of the functionality
of Managed Networks, also provide the possibility to control the background
traffic (UDP and TCP connections with dynamically adjustable packet size
and throughput) on a network link. These networks provided by the Virtual
Wall are emulated, using the Emulab software. FEDERICA is an infrastructure
composed of computers, switches and routers connected by Gigabit Ethernet
circuits. Through the Slide-based Federation Architecture (SFA) paradigm,
FEDERICA offers to BonFIRE experimenters iso-lated network slices by
means of virtualizing routers. This interconnection is aimed to help exper-
imenters to investigate application performance through better control of the
underlying network. The following changes were carried out in.

BonFIRE to incorporate these new network resources: the router resource
was added to the BonFIRE OCCI and the network resource was enhanced
with two new attributes: network link and vlan. Finally, since FEDERICA
offers an SFA interface as federation API, it was necessary to implement
an SFA endpoint at Enactor level. The FEDERICA SFA interface expects a
unique XML request, where all the slice resources and their configuration are
specified. This differs from the BonFIRE architecture, where each resource
is requested in a single OCCI call. The main function of the BonFIRE SFA
endpoint is to transform BonFIRE’s OCCI information model to the SFA
information model.

The federation between BonFIRE and the AutoBAHN beta-functionality
offered by the GEANT facility allows the experimenters to request QoS guar-
anteed network connectivity services between VMs deployed on EPCC and
PSNC testbeds. Overcoming the Best Effort limitation of the public Internet,
dedicated network services can be established on demand for each experiment,
with guarantees in terms of bandwidth, reduced jitter and service reliability.
This option is fundamental to offer a controlled connectivity between VMs,
so that the experimenters can evaluate the performance of their applications in
environments able to emulate a variety of network conditions. In BonFIRE, a
BoD service is represented by a new type of OCCl resource: the site link. Once
the resource is created, it can be used to connect two networks created in the
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BonFIRE sites at the edge of the site link: the traffic between the VMs attached
to these networks is routed through the dedicated service. The processing of
the OCCI requests for site link resources is managed at the enactor through
a dedicated AutoBAHN end-point that is in charge of translating the OCCI
specification into the AutoBAHN BoD service format. The Enactor endpoint
acts as an AutoBAHN client.

8.5 Federation within the Broader FIRE Ecosystem

BonFIRE’s infrastructure resources are only part of a highly complex and
diverse Future Internet ecosystem consisting of infrastructure, services and
applications. Through the EC FP7 FED4FIRE project!?, BonFIRE became
part of a wider Experimentation-of-a-Service ecosystem offering access to
heterogeneous Future Internet resources for experimentation such as cloud
computing, wired and wireless networks, sensor networks and robotics
deployed in laboratory and real world environments. The goal of FED4FIRE
was to bring together European testbeds so that their resources may be used
in a uniform manner by experimenters using their resources.

FEDAFIRE has adopted a standardised protocol for resource reservation.
The FED4FIRE federation performed a survey of its initial set of testbeds'?
and found that the most commonly used protocol for resource reservation
and provisioning is the Slice-based Federation Architecture (SFA)'*. Given
that many of the federation’s testbeds already supported SFA, plus the added
advantage of compatibility with GENI testbeds, the SFA was adopted as the
common protocol for the FED4FIRE federation, and tooling and guidance has
been developed within the FED4AFIRE project to support the SFA protocol,
which testbeds can use to help them support the SFA protocol, thus reducing
the cost of entry to the FED4FIRE federation for testbeds.

The “Slice” in the SFA is a client-side construct that is used as an
identifiable container to collect resources from different provider in. The
user may make a request to an SFA-compliant testbed, quoting their slice
ID, and request that resources from the testbed be placed within the slice.

Phttp:/fwww.feddfire.eu/

Vandenberghe, W., Vermeulen, B., Demeester, P., Willner, A., Papavassiliou, S., Gavras, A.,
Sioutis, M., Quereilhac, A., Al-Hazmi, Y., Lobillo, F. and Schreiner, F., 2013, July. Architecture
for the heterogeneous federation of future internet experimentation facilities. In Future Network
and Mobile Summit (FutureNetworkSummit), 2013 (pp. 1-11). IEEE.

Peterson, L., Ricci, R., Falk, A. and Chase, J., 2010. Slice-based federation architecture
(SFA). Working draft, version 2.
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The FEDA4FIRE federation’s choice of the SFA brings with it an access
token format, the GENI Credential'>. This enables users to use re-sources
reserved in their slices, and owners of slices to grant access for other users to
resources within the slice. In its basic form, the Slice Credential is a signed
XML document containing the ID of the slice, certificate of the slice’s owner
and the ID of the slice. The Slice Credential also contains the rights the
owner has on the slice, and whether the owner can delegate rights to others.
There is another form of Slice Credential, the Delegated Slice Credential,
and this enables the owner of a slice to grant permissions to other users on
the slice.

BonFIRE had its own mechanisms for resource allocation and used
different access tokens. Hence, a mapping had to be established between the
BonFIRE resource allocation protocol and the FED4FIRE’s chosen standard
of SFA. Figure 8.4 shows the different concepts the SFA-compliant testbed
and BonFIRE use. The slice is a container held by the user and is used to
group resources from different testbeds together. In an SFA testbed, the user
presents the slice and asks the testbed provider to allocate resources to it. In
BonFIRE, the existing approach is to create an experiment at a testbed, which
resources are allocated to (this is indicated by the dashed arrow in Figure 8.4).
To enable holders of SFA slices to use BonFIRE a mapping between the slice
identifier and a BonFIRE experiment was needed.
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Figure 8.4 SFA-BonFIRE mapping.

15 Available from http://groups.geni.net/geni/wiki/GeniApiCredentials
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A Thin Aggregate Manager was developed that maps the BonFIRE experi-
ment to a slice presented by the user. The existing components (specifically the
Resource Manager) can continue to use the existing BonFIRE experiment ID.
In use, the user also requests resources and presents their slice credential. The
Thin Aggregate Manager requests an experiment be created by the Resource
Manager, and the Resource Manager creates the experiment and allocates
resources to it. The experiment and resource IDs are returned to the Thin
Aggregate Manager.

8.6 Pioneering Open Access Experimentation
and Sustainability

BonFIRE pioneered open access and sustainability of European experimen-
tation services within the FIRE Ecosystem. In February 2013, BonFIRE
launched the 1st Open Access initiative providing free access to both commer-
cial organisations, academic institutions and other European projects outside
of the BonFIRE consortium. Open access was developed as part of BonFIRE’s
sustainability activity as it transitioned through distinct operational phases on
its route to a service offering beyond the lifetime of the project. Each phase
had a distinct financial model that influences the governance and decision
making of the experimentation services, and importantly the relationship with
experimenters (Facility Users) as shown in Figure 8.5. The effect was that
BonFIRE was no longer driven by the needs of a funded research project but
by the features demanded by the experimenters external to the consortium.
This was an important step towards an operational experimentation facility
concerned with efficiency, accountability and customer satisfaction.

The lifecycle phases in BonFIRE’s strategy are described below:

e Pre-project conceptualisation: concerned with defining the concept
of a social and network media facility and getting buying from all
stakeholders. This includes primarily supplies of services, technologies
and other assets such as venue operations, technology providers and
initial investors. The result of this phase is a public funded Project to
implement the facility.

e Project driving experiments: concerned with implementing the facility
in terms of technical and operational aspects. There are no Facility
Users but Driving Experiments that define requirements and testcases to
validate the facility offerings. The result of this phase is the 1st operational
facility available for Facility users.
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Figure 8.5 Transitions in governance and experimenter relationships.

e Project open call experiments: concerned with selecting and executing

a set of experiments funded by the facility. The Facility Users are paid to
run experiments and are acceded to the project contract with the facility
providers. In return for payment Facility Users help facility providers
understand how to improve the service offering by testing software and
operational policies. The result of this phase is an enhanced facility that
has been tailored to meet the needs of users.

Project open access experiments: concerned with selecting and execut-
ing a set of experiments that are not funded by the facility. The Facility
Users must pay their own costs and are not acceded to the project contract.
Facility Users are therefore 3rd parties and access to IPR where needed
must be governed by an appropriate license. Further legal agreements
may be necessary to attribute rights, responsibilities and legal liability.
Allowing 3rd party access allows the project to understand the legal and
operational requirements required for post project facility use. The phase
does not cover the mechanisms for revenue generation but unfunded
experiments do provide test cases for simulating future business models
including costs and revenues.

Post-project sustainability: concerned primarily with continuing faci-
lity services. Exploitation agreements between partners were established
to define how BonFIRE foreground can be used and post project gov-
ernance structures implemented. Project partners must align themselves
with operational roles and commit appropriate levels of resources to
sustain activities.

BonFIRE successfully managed the transition between the different phases
was a key factor in the success of the project. Each has placed demands on
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governance in terms of technical and operational requirements for the facility.
For example, transitioning from open call to unfunded experiments requires
the project to deal with access to the facility by third parties. During the
final year the project has been concerned with the transitions from experi-
ments funded by “Open Call” to experiments using BonFIRE through “Open
Access” agreements. Finally in December 2013 the BonFIRE Foundation was
established to operate the BonFIRE multi-site Cloud testing facility beyond
the lifetime of the project, which continued operations until May 2016 some
18 months after the initial funded research project. The BonFIRE Foundation
comprised members from world-leading industrial and academic partners,
dedicated to continue to deliver services that enable developers to research
new, faster, cheaper, or more flexible ways of running applications with new
business models.

The BonFIRE Foundation was highly successful hosting over 50 experi-
ments addressing a range of cloud computing challenges and through par-
ticipation in the Fed4FIRE Federation BonFIRE has supported a further
11 experiments. Table 8.1 describes a few highlights from open access
experiments.

The 11 Fed4FIRE experiments have used BonFIRE and finished their work
successfully. Highlights included IPCS4FIRE focusing on the orchestration of
cloud and user resources for efficient and scalable provisioning and operations

Table 8.1 Example open access experiments

Experiment Description

MODA Clouds  Atos Research and Innovation, Slovakia, are investigating a

Alladin (Atos) multi-Cloud application in BonFIRE that delivers telemedicine health
care for patients at home. The application provides an integrated
online clinical, educational and social support network for mild to
moderate dementia sufferers and their caregivers. The aim of the
experiment is to analyse the application behaviour in a multi-Cloud
environment and improving its robustness and flexibility for peak load

usage.
Sensor Cloud Digital Enterprise Research Institute (DERI) at the National
(Deri) University of Ireland, Galway, came to BonFIRE for testing

scalability and stability of a stream middleware platform called
Linked Stream Middleware (LSM, developed for the EC-FP7
OpenloT and Vital projects). The experiment in BonFIRE utilises
multiple sites with sensors generating up to 100,000 streaming items
per second consumed by up to 100,000 clients. The data processing
modules such as data acquisition and stream processing engines are
run on the BonFIRE cloud infrastructure.

(Continued)
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Table 8.1 Continued

Experiment

Description

SWAN (SCC)

ERNET

JUNIPER

This is an experiment conducted by SSC Services to analyse how one
of their software solutions, SWAN, can handle large amounts of data
transferred between business partners under different networking
conditions. SSC Services have utilised the iMinds Virtual Wall site to
achieve fine-grained control of the networking conditions in order to
identify critical Quality of Service (QoS) thresholds for their
application when varying latency and bandwidth. Moreover,
investigating possible actions and optimisations to the SWAN
components to deal with worsening conditions, to be able to deliver
the expected QoS to the business partners.

ERNET India are developing software for moving e-learning services
into the Cloud and are using BonFIRE to analyse the benefits of Cloud
delivery models, including multi-site deployment. In particular, they
investigate fault tolerance.

BonFIRE also facilitates other research projects, giving access to
multiple partners to perform an experiment. One of these projects is
the EC-FP7 project JUNIPER (Java Platform for High-Performance
and Real-Time Large Scale Data), which deals with efficient and
real-time exploitation of large streaming data from unstructured data
sources. The JUNIPER platform helps Big Data analytic applications
meet requirements of performance, guarantees, and scalability by
enabling access to large scale computing infrastructures, such as
Cloud Computing and HPC. In JUNIPER, the BonFIRE Cloud
premises are used to initially port pilot applications to a
production-like Cloud infrastructure. The JUNIPER experiment
benefits from the availability of geographically distributed,
heterogeneous, sites and the availability of fine grained monitoring
information (at the infrastructure level) to test and benchmark the
developed software stack. Another important advantage of BonFIRE
to JUNIPER is that some of the sites owning HPC facilities, e.g.,
HLRS (Stuttgart), provide a transparent access (bridge) from Cloud to
HPC, which is of a great importance for JUNIPER experiments.

of security services. As a result of their experiment, [IPCS4FIRE were able to
explore best-practices and share the optimal design with users to automat-
ically provision and protect virtual machines without manual intervention,
while minimising the time required to achieve this protection. SCS4FIRE
performed experiments on the validation of Secure Cloud Storage system
for multi-cloud deployments. SCS4FIRE optimized their methodology to
automate the transfer of virtual machines and encrypted data volumes between
multiple cloud sites, while maintaining continuous access for end users.
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Finally SSC researched big data analysis components on Smart City data
using cloud resources. SSC were able to validate that their Super Stream
Collider middleware can achieve high scalability, continuous accessibility
and high performance, for more than 100.000 clients.

8.7 Conclusions and Outlook

From Sept 2010 until May 2016, FIRE experimentation ecosystem has incor-
porated the BonFIRE multi-Cloud experimentation facility alongside testbeds
in the networking, sensors and smart cities. The BonFIRE facility was unique
in supporting services and network experimentation across multi-cloud sites
focusing on a blueprint for experimentation and incorporating methodology
and techniques to support repeatability and reproducibility. BonFIRE took
these notions further, to deliver a facility based on four pillars: observability,
control, advanced features and ease of use for experimentation. The end result
was a facility that differed substantially from public Cloud offerings. Public
Cloud providers will never offer the internal tracelogs and parameters of
the clusters since it is highly sensitive data for their business, whereas this
information is essential in research by experimentation to understand the
behaviour of the Cloud applications. Also, public Clouds did not offer detailed
level of control over physical and virtual resources, since their objective is to
hide the complexity and operation from the users and reduce costs. Advanced
features, such as user-specified bandwidth on demand and controlled networks
were greatly received by the services experimenters, but are not in line with
public Cloud offerings, while domain-specific tooling for experimentation is
naturally not a concern. BonFIRE was funded between 2010 and 2013 and
continued to be operated by the BonFIRE Foundation.

There are many emerging opportunities and requirements for Cloud-based
experimentation facilities in the future driven by the needs of applications
and services communities, and the ongoing convergence of software defined
infrastructures. We see two major areas of expansion: embracing Big Data and
enabling Mobile scenario testing. Researchers are exploring how to deal with
the characteristics and demands of data within services, infrastructures, sensor
networks and mobile devices, while the uptake of smartphones motivates
the combination of mobile networks and Cloud computing. It is necessary
to cover the full data lifecycle across multiple experimentation platforms
facilities providing the necessary data interface, format, optimized transfer
mechanisms, data analytics and management toolset to extract value from
experimental data.
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On the other hand, as the data traffic demand from mobile phones and
tablet applications is exponentially growing (e.g. video, VoIP, Gaming and
P2P) networks are developing to offer more capacity , higher throughput and
better QoS. Future 5G networks and concepts dominate the research arena.
Many telecom operators and network equipment manufacturers are embracing
Network Functions Virtualization (NFV) techniques since it is envisaged that
this will change the telecom industry landscape. Industry in ETSI is doing
a great effort with the first sets of specifications and the “traditional” Cloud
community has a lot to offer to the “virtualisation and softwarisation” of
networks. Notably, this is a central research topic in the 5G PPP initiative
where large-scale validation of these network virtualisation techniques are
expected and experimentation platforms can play a role. A key lesson learnt
from BonFIRE is that there is great value to be had from offering high-level
interfaces for experimentation. Experimentation as a Service is a fact, not
an endeavour, and the only way forward is to offer a truly PaaS tooling
environment for experimenters on top of the IaaS layer, no matter what this
infrastructure is.

Six years after the project kick-off, BonFIRE concluded its successful
journey on 30 May 2016. In this period BonFIRE delivered impact consis-
tently, breaking new ground in experimentation platforms and service delivery
models across both technical and sustainability fronts. Open Access was highly
successful with new and returning users, like EC FL7 RADICAL project
renewing its Open Access for a third year and BonFIRE supporting the project
right up until RADICAL’s final review. Utilisation was high, with EPCC and
Inria at times completely full and oversubscribed. The stability of the infras-
tructure has been remarkable, with two short, unplanned outages, both down to
external factors. The services have now been decommissioned and no further
access will be possible but the legacy of the BonFIRE initiative has provided
a pioneering blueprint for current and future experimentation-as-a-service
platforms exploring Next Generation Internet technologies.
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9.1 Introduction

New media applications and services are revolutionising social interaction
and user experience in both society and in wide ranging industry sectors. The
rapid emergence of pervasive human and environment sensing technologies,
novel immersive presentation devices and high performance, globally con-
nected network and cloud infrastructures is generating huge opportunities for
application providers, service provider and content providers.

These new applications are driving convergence across devices, clouds,
networks and services, and the merging of industries, technology and society.
Yet the developers of such systems face many challenges in understanding how
to optimise their solutions (Quality of Service — QoS) to enhance user experi-
ence (Quality of Experience — QoE) and how their disruptive innovations can
be introduced into the market with appropriate business models.

In this report, we present the results of a new multi-disciplinary col-
laborative approach to product and service innovation that brings together
users, technology and live events in a series of experiments conducted in
real world settings. Through experimentation we have explored a broad range
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of technical, societal and economic challenges faced by technology providers
each aiming to create and exploit new multimedia value chains in markets such
as leisure and tourism, cultural and heritage, and sports science and training.
The experiments highlight the features of multimedia systems and the
future opportunities for companies, as the Internet continues to transition
towards the increasingly connected world of Internet of Things and Big Data.
We know that putting user values at the heart of design decisions and evaluation
is the key to success, and that long term benefits to providers of technology,
services and content must derive from enhanced user experience. Engaging
users in real-world settings to co-design and assess how technology can be
used is now more important than testing how technology will be operated.
We have only scratched the surface of possibility in novel networked
multimedia systems yet we believe that the individual and collective results in
the report are significant as they are grounded in real-world evidence. A new
way of conducting research and innovation has been created that maximises
the potential for commercial exploitation and societal impact. We think this
is extremely important and when adopted will lead to greater benefits for all.

9.2 Networked Multimedia Systems

Multimedia is the combination of multiple forms of content and is a fundamen-
tal element of applications in areas such as communication, entertainment,
education, research and engineering. The convergence of technologies for
distributed multi-stakeholder systems, data analytics and user experience is
dramatically changing the way multimedia systems need to produce, deliver
and consume content.

Providers of multimedia systems are now looking to create value by linking
people to each other and to locations (both real and virtual) in such a way as
to capture the popular imagination, and exploit the desires of consumers to
share their experiences, thus creating new channels for revenue creation and
advertising.

To create such experiences requires innovative applications that focus
on: enhanced personalisation, non-linear story-telling; interactive immersive
experiences; creation of social communities which allow people to use 3D
environments to communicate and interact with each other; the capture and
reproduction of the real world in 3D; and the creation of perceptual congruity
between real and virtual worlds.

Of course, these innovative applications will place significant demands
on network and content management infrastructures as providers attempt to
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deliver guaranteed Quality of Service and enhanced Quality of Experience
to communities that dynamically organise themselves around socially dis-
tributed, fixed and mobile content. These additional demands will require
investment in infrastructure but the expectation is that by linking multimedia
and enhanced real-world experiences, consumers will be prepared to make
long lasting commitments.

9.3 A Multi-Venue Media Experimentation Service

EXPERIMEDIA is a multi-venue experimentation service for research and
development of novel Internet products and services aiming to deliver new
forms of social interaction and user experience. EXPERIMEDIA was deve-
loped as part of a European research project of the same name within the Future
Internet Research and Experimentation initiative (FIRE) [1] (Figure 9.1).

The EXPERIMEDIA project set out to develop and operate a unique
facility offering researchers and companies what they need to gain insight
into how Future Internet technologies can be used and enhanced to deliver
added value media experiences to consumers. The approach aimed to deliver,
reusable, cost-effective testing and experimentation facilities, platforms, tools
and services for social and networked media systems. The EXPERIMEDIA
project developed four foundation elements necessary for experimentation of
multimedia systems conducted in real world environments:

e Smart venues: attractive locations where people go to experience events
and where experiments can be conducted using smart networks and online
devices;

e Smart communities: online and real-world communities of people
who are connected over the Internet and available for participation in
experiments;

e Live events: exciting real-world events that provide the incentives for
individuals and smart communities to visit the smart venues and to
become participants in experiments;

W 42 R e T
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Venues, Live Events and Software and Market Knowledge and
User Communities Service Platform Showrooms Expertise

Figure 9.1 Four foundation elements of a multi-venue media experimentation service.
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e Service Platform: state-of-the-art Future Internet testbed infrastructure
for social and networked media experiments supporting large-scale
experimentation of user-generated content, 3D internet, augmented real-
ity, integration of online communities and full experiment lifecycle
management.

The combination of live events, venues, user communities and an advanced
technology platform accelerates product and service innovation by allowing
companies to co-create solutions in real contexts with end-users. EXPERI-
MEDIA characterises live events as “any cooperative human activity that can
be enhanced through access to real-time information delivered by the Internet”.
Examples live events include:

e 1000 spectators attending a two day ski championship at a ski resort.

e An athlete participating in a one hour sports training session with a coach
and sports scientist.

e A group 50 students attending a one hour interactive virtual reality
presentation about ancient Greece.

o A small group of hikers on a day trip on a mountain, a round of golf or a
trail run.

There are many socio-technical and economic benefits to experimenters of
using live events as the basis of trials and experimental studies. Each live
event captures a distinct user experience to be enhanced along with providing
temporal and spatial constraints associated the activity such as location, tech-
nical constraints associated with available infrastructure and socio-cultural
constraints associated with the user communities. Dealing with contextual
factors is a major challenge for experimenters aiming to develop generic
solutions for Internet deployments and to understand how to address barriers to
adoption of technology. In addition the ability of media technologies to connect
people in real-time across distant locations can create new opportunities for
interaction with live events. From an economic perspective, live events pro-
vide technology providers with access to an entry point to a potential market.
This entry point can lead to significant direct and indirect sales (Table 9.1).
The EXPERIMEDIA Service Platform consists of a set of media services
that have been instrumented for deep levels of observability for use within
experimentation and technology trials. Each service has a corresponding
service model with QoS metrics that are reported and available to the customer
during experimentation. Such detailed metrics are necessary for customers to
explore the relationship between QoS and QoE. These types of metrics are
typically not available from equivalent commercial services. In addition, a
provenance model is offered that allows user-centric activities and interactions
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Table 9.1 Benefits and opportunities for experimenters

Socio-Technical Benefits for Experimenters: Economic Benefits for Experimenters:
Testing Opportunities Exploitation Opportunities
observation of individual and community access to a potential market, direct
behaviours sales

experience of scaling for large-scale short-lived ~ working with a customer’s customers
communities

adaptation to the environment, considering creation of high impact showcases,

physical, social and ethical constraints indirect sales

adaptation of content according to individual engagement and collaboration with

and/or group preferences stakeholders, potential partners/
suppliers

real-time orchestration allowing for adaptive
narratives

sensors and devices for detection and tracking
of feature points

device capabilities both remote and at a venue
cooperative or collaborative frameworks
including dealing with selfish or malicious users

to be tracked and linked to the detailed metrics reported by the other entities
involved. This capability is important to allow experimenters to track users
in open studies and to explore correlations between QoE, system interaction
and system performance (Figure 9.2).
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Figure 9.2 EXPERIMEDIA High-level technical architecture.
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From the platform point of view the reusability across experiments is a key
point enabling multi-domain applications. The media services are technology
enablers whose capability allows users to achieve added value through use,
either by design (i.e. the purpose is known in advance) or more frequently
by openness (i.e. the purpose is opportunistically established by the user).
Technology enablers are a key part of future innovation in programmes
such as FIRE and the Future Internet Public Private Partnership. Networked
Multimedia technology enablers must address the needs novel applications
and services allowing them to exploit a range of social, audio/visual, pervasive
content and 3D content. The platform offers services to support different types
of content considering the distinct characteristics and lifecycles (authoring,
management and delivery).

9.4 Smart Venues and Experiments

Smart Venues are real world locations that offer live events, communities,
infrastructure and relevant data assets to experiments. Smart venues have dis-
tinct characteristics and provide context for experimentation. EXPERIMEDIA
has three smart venues covering important application sectors for multimedia
systems including outdoors and leisure, cultural learning and sports training
and science (Figure 9.3).

o Centre d’alt Rendiment (CAR), Spain, is a high performance sports train-
ing centre which gives support to athletes competing at an international
level. CAR offers a professional environment for small scale (5 partici-
pant) controlled experiments aiming to improve training programmes for
students, athletes, coaches and sports federations within a dedicated smart
building with a private cloud and high performance fixed and wireless
network connectivity.

Sports Training and Science @ Cultural Learning @ Outdoors And Leisure @
CAR High Performance The Foundation of Schladming Ski
Training Centre the Hellenic World Resort

A m )‘(
| Schladming
@K FOUNDATION OF THE HELLENIC WORLD aosq

Figure 9.3 EXPERIMEDIA smart venues.
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e The Foundation of the Hellenic World (FHW), Greece, is a cultural
centre that offers real and virtual exhibitions, congresses and performing
arts events aiming to educate people about the Hellenic World. FHW
offers a public environment for medium scale (30 participant) experi-
ments aiming to improve visitor experience and the quality of learning
through multimedia exhibitions, virtual and immersive reconstruction,
and serious games. FHW offers a 3D, dome shaped virtual reality theatre,
exhibition places, and cave systems.

e Schladming, Austria, is one of the leading international ski resorts in
Austria and part of the Ski Amadé network covering 28 ski areas and
towns that make up the largest ski area in Europe. Schladming offers
a public environment for medium scale (50 participant) open trials of
technology aiming to improve visitor experience within the region. The
ecosystem is complex and potential activities are broad but most relevant
are winter and summer outdoor sports such as skiing, hiking, mountain
biking.

We funded a series of 16 experiments through two open calls. The experiments
were conducted by researchers and SMEs at three Smart Venues throughout
Europe covering a broad range and complimentary multimedia topics.

e Schladming Smart Venue

e DigitalSchladming: hyper local social content syndication and
filtering

e MediaConnect: ubiquitous interactive and personalised media

e PinPoint Schladming: augmented reality mobile applications

e iCaCoT: interactive UHD camera-based coaching and training

e Smart Ski Goggles: real-time information delivered to wearable
data goggles

e CAR Smart Venue

e Live Synchro: accurate analysis of choreographed team sports

e 3D Media in Sports: non-invasive reconstruction of biomechanics

e CONFetti: interactive 3D video conferencing for collaborative
sports training

e 3D Acrobatics: wireless sensor motion capture and 3D visualisation

e 3DRSBA: remote 3D sports biomechanics analysis

e CARVIREN: multi-factor athlete tracking using real-time video
and sensor information

e Augmented Table Tennis: automatic notation analysis system based
on vibration sensors and on table surface projection
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e FHW Smart Venue

e NextGen Digital Domes: learning, interaction and participation
using social and augmented content.

e REENACT: serious games and immersive media.

e BLUE: personalised museum experiences using cognitive profiling.

o PLAYHIST: serious games with real-time 3D reconstruction of
moving humans.

A significant dilemma is balancing research versus innovation activities.
Geoff Nicolson of 3M once said “Research is turning money into knowledge,
whereas Innovation is turning knowledge into money”. Very few organisations
complete the full lifecycle in the scope of an experiment. In many cases,
impact is achieved much later either in-house by other groups (e.g. industry
organisation) or by others exploiting knowledge published research institu-
tions. In fact for research institutions the link between knowledge generation
and exploitation in innovative services is significantly weaker. However, by
creating multi-disciplinary teams including domain experts, social scientists,
legal experts and technologists working with end users it is possible to
overcome barriers and accelerate adoption in target markets.

Smart venues are concerned with offering innovative services that deliver
enhanced user experience. Knowledge is only a route to that goal. The first
open call experiments had an emphasis on knowledge creation rather than
innovation due to the characteristics of the partners performing the work. As
a consequence, the impact of those experiments was far less and the project
strategy was changed to create experiments driven by SMEs for the second
open call. Overall six experiments were executed by SMEs, nine by research
institutions and one by industry. 18 technology outcomes where identified
from the experiments with impact classified as follows:

e Commercialisation (5 of 18): benefit is exploitable in revenue generating
products and services.

e Further Trials (4 of 18): promising outcomes justifying further invest-
ment in trials to scale up to produce quantitative results or to explore
qualitatively in a new application domain.

e Further Research (8 of 18): benefit looks feasible but could not be
sustained without significant research and development.

e Barrier (1 of 18): benefit could not be delivered.

Significant commercial opportunities have been delivered to experimenters
highlighting the innovation potential of EXPERIMEDIA. Smart Ski Goggles
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will launch a commercial service in the Ski Amade region for the 2014/2015
ski season and there are ongoing negotiations for the commercialisation of
the associated lift waiting time service. CARVIREN, 3D Acrobat Sports
and 3DRSBA resulted in commercial contracts with the CAR Smart Venue.
DigitalSchladming MyMeedia service remains operational 12 months after the
experiment and is part of IN2’s “staging” strategy and business model. iCaCoT
is in negotiation with Schladming Ski School for use of interactive UHD video
and annotation system as part of their skier training offering. 3D Media in
Sports has received significant commercial interest from weightlifting and
cycling communities following a large scale trial with the Movistar cycling
team. Augmented Table Tennis has created significant commercial interest
from TV broadcasters and the International Olympic Committee.

9.5 Users at the Heart of the System

User centricity is a critical element in the design and development of
multimedia systems aiming to enhance user experience. Understanding the
needs, wants and limitations of end users must be given extensive attention
throughout the design process. We have adopted two main principles in our
user centric design processes:

e users are the primary beneficiaries, and other benefits to providers of
services and technology will follow from user benefits.

e users who participate in observations are also those same users that realise
the primary benefits.

These principles reflect the shift towards the democratisation of Internet
services where users play a greater role in generating information and the
need to recognise explicitly the cost and benefit of participation. In general
terms, designers must consider a multi-stakeholder data value chain where
observations are acquired, data are processed by multimedia capabilities and
data are transformed into benefits presented to users.

Observation is the process of closely watching and monitoring users and
their context. User observations are processed as an inherent part of content
delivery (e.g. location and activity tracking in geo-location services) or are
used to understand the experience itself (e.g. a user satisfaction survey). From
a user’s perspective, observations have a cost either directly in terms of time
and attention during an experience, or indirectly in terms of loss of right
to self-determination (i.e. privacy). Context observations are processed to
give additional meaning to Quality of Experience (e.g. a user had a good
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time in a group of 15 close friends) and importantly to optimise the Quality
of Service delivered by service providers. As context plays a significant
influential role in Quality of Experience it is typically the case that service
providers have to manage context, including both real-world (e.g. how many
people participating) and multimedia context (e.g. how much infrastructure
resource, quality of virtual presentations, etc.).

Analysing the experiments we can define six categories of user observa-
tions from a total of 95 different user observations:

e Satisfaction (32 of 95): feedback about relative satisfaction with their
experience covering aspects such as utility, emotional, subjective,
economic, usability and usefulness.

e Online Activities (32 of 95): direct interaction with an application (e.g.
interaction logs, web site statistics) that complements the real word
activities, and is strongly related with the nature of the experiments.

e Real-World Activities (16 of 95): activity recognition, for example,
biomechanics representing the position of body components (e.g. the
angle formed by bones in an athlete while performing), higher level
human activities (e.g. weightlifting, skiing).

e Collaboration (7 of 95): the relationship to a group, in terms of interper-
sonal relationships, social interaction, group dynamics (e.g. questions in
a group presentation), group enhancement.

e Location (6 of 95): the absolute or relative position of a user where
relative means with respect to external elements (e.g. a ski-run).

e Cognitive (1 of 95): the capacity to process information and apply
knowledge (e.g. psychometric profile).

The absolute value of observations related to a category is not a measure
of importance. A single type of observation can be the most important in a
given experiment as it is the most significant factor in delivering the benefit
to a user. “Collaboration” highlights that multimedia features aim to benefit
users by supporting interaction. The “satisfaction” group is typical of any
experimental environment and it is propaedeutic to evolve from experiment
to exploitation (Figure 9.4).

Context is more complex as by definition it is anything not related to
a user that can influence Quality of Experience. Analysing the experiments
we can establish two main high level context categories from the 56 context
observations:

e Real-World Context: observations related to people and environment
conditions associated with real-world activities.
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¢ Online Context: observations related to the performance characteristics
of the system under test covering aspects such as content quality and
infrastructure utilisation.

The significant number of context observations acquired means that the
surrounding environment plays a significant role in multimedia systems. In
fact, very often the benefit delivered to the user is the combination of context
and personal information. Real-world context is highly dependent on the Real-
World Activity. Within EXPERIMEDIA this is defined by the nature of the live
events being studied at Smart Venues. Real-world context is difficult to observe
automatically and in a general way considering the specific nature of live
events. EXPERIMEDIA has focused on observing users with some cases of
capturing Real-World Context where this is an essential part of the experience
and the cost is not prohibitive. In controlled experiences such as those at the
CAR where Real-World Activities are well-defined and constrained the Real-
World Context is known and can be captured out of band. In more dynamic and
open situations at Schladming and FHW it is necessary to observe Real-World
Context either directly (e.g. definition of Points of Interest within a geographic
region, queue waiting times, etc.) or indirectly (e.g. inferences about group
dynamics from temporal/spatial analysis or online interaction).

Making inferences about Real-World Context and Activities from Online
Context and Activities is an essential part of multimedia systems and experi-
mentation especially in situations where the cost of direct observation is
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Real-World Activity Online Activity
/ Observations \
Cognitive Collaboration
Personalisation Interaction,
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Situational Benefits Control
Awareness /
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AN _ g

Efficiency ___ Enjoyment

Figure 9.4 User centric observation and benefits model.
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prohibitive either through software or feedback from users. EXPERIMEDIA’s
hybrid metric and provenance model offers a foundation for such analytics.
The hybrid approach provides the ability to collect large quantities of mea-
surement data (e.g. service response times, network latency, user satisfaction,
etc) whilst allowing for exploration of causation between observations within
such data (e.g. user satisfaction in relation to service response time). Also, it
is recognised that Internet of Things domain has made significant progress in
acquiring real-world context across a broad range of dynamic situations. There
is an opportunity to deliver increased benefits by strengthening the relationship
between User and Real-World Context observations.

Online Context is of significant interest to service providers who use this
information to manage resources and optimise the delivery of multimedia
services, including adaption of the quality of content. As such Online Context
is an important facet of experiments that focus on the relationship between QoE
and QoS. Of course this depends on the nature of the study but the advantage of
the EXPERIMEDIA Platform is that it is already instrumented for Observation
of Online Context to ensure that important technical information was available
to experimenters. Typically experiments have identified the significant Online
Context observations related to delivery of a desired Quality of Experience.
These include the quality of context (e.g. accuracy of biomechanics data, video
quality), network performance (e.g. delay, bandwidth) and cloud performance
(e.g. CPU utilisation).

9.6 Making a Difference in the Real-World

Digital technologies are most useful to society when used to deliver enhanced
real-world impact and benefits. Online interaction alone, such as digital games,
can bring enjoyment but longer lasting satisfaction is achieved by using digital
technologies in support of real-world activities. We focus our experiments on
this area by defining, measuring and analysing user experience (UX) where
multimedia systems support the interplay between real-world Live Events and
online activities. Live events create the main context for user experience. We
have explored events such as a sports training, a night out in a town, attendance
at large scale sports events, and visiting an exhibition.

Studying UX is a complex endeavour. The International Standard Organi-
sation (ISO 9241-210) defines User Experience as “a person’s perceptions and
responses that result from the use or anticipated use of a product, system or
service”. UX includes all users’ emotions, beliefs, preferences, perceptions,
physical and psychological responses, behaviours and accomplishments that
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occur before, during and after the use of product, system or service. The
experiments themselves focused on distinct UX aspects enhanced through
multimedia features. Exploring the experiments we identify seven high level
user benefit categories from 61 measurable benefits:

e [ earning (22 of 61): acquisition or improvement of a skill/ability, a key
goal of the CAR and FHW.

e Efficiency (11 of 61): support for increasing the productivity processes
in terms of time, effort or cost to complete the intended task or purpose.
Efficiency is a common quantifiable measure for all activities associated
with live events.

e Interaction, Influence & Control (10 of 61): interacting with the sur-
rounding context for influence and control. (e.g. remote access to training
sessions, or incorporation of a remote expert in an education session).

e Situational Awareness (10 of 61): understanding of when/where/why
something is happening, so as to maximize the active participation of
the user in the experience. This benefit pertains to the delivery of the
right thing (information/support/other) exactly when it is needed.

e Enjoyment (5 of 61): the enjoyment a user has in the performed activities,
a primary goal of Schladming Venue as a tourist destination.

e Personalization (3 of 61): tailoring the information to maximize user
satisfaction including expressing themselves in social networks.

The majority of benefits are produced through processes that enhance raw
data collected from multiple information sources. “Learning” is a primary
benefitin all CAR and FHW experiments due to learning being a key objective
of the venues. NextGen Digital Domes focused on how augmented reality
can prime student knowledge prior to virtual reality presentations whereas
REENACT introduced a role playing game that allowed participants to enact
and discuss historical events. “Situation awareness” is another common user
benefit demonstrating how through sensors and analytics users are provided
with better knowledge of surrounding context. Geo-spatial and temporal data
were essential elements of Smart Ski Goggles and Pinpoint Schladming.
“Influence and control” demonstrates the increased possibility of controlling
and influencing real-world situations through remote interaction with multi-
media (using or being part of the content). PlayHist, CONFetti and 3DRSBA
all use networked collaborative working to enable remote users to interact
and influence training and learning sessions whilst measuring the efficiency
or setting up 3D capture equipment. Greater “enjoyment” is an important
benefit across all venues but was not expressed significantly at professional
environments such as CAR where objective performance gains were a priority.
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9.7 Real-Time Interactive and Immersive Media

The games industry has a significant impact on business and innovation models
of the digital era. In many ways, the games industry are forerunners of inno-
vative content, services and business models of a growing digital economy.
Consequently the games industry is preparing the way for the other sectors
where the digital revolution has not started yet. An industry-changing dynamic
is the transformation of multiplayer gaming, built on vast networks of players
interlinked by broadband across continents and growing further still by lever-
aging social networks. With capabilities strengthened further by the genera-
tional leaps in 3D graphics, gameplay mechanics, and collaborative platforms,
gaming is partnering with and spurring growth in other media segments.

Gaming technologies have been a source of inspiration in EXPERIMEDIA
through the adoption of game engines, 3D sensors and advanced presentation
technologies across a range of applications. Novel algorithms have been
developed in 3D Media in Sport using data from the low cost Kinect sensor,
built for the Xbox console. Using 3D information, the algorithms provide
athletes and coaches with real-time performance insights in both weightlifting
(i.e. speed and trajectory) and cycling (i.e. aerodynamics) applications. Serious
games were adopted by REENACT and PlayHist as a way of increasing
quality of learning for students visiting the FHW Smart Venue and presented
in the immersive Tholos Dome and on mobile devices. A set of abstract game
design patterns were defined as part of the second methodology to provide
constructs for creating effective gameplay independent of specific game types
and technology implementations.

The multi-domain coverage of the EXPERIMEDIA Platform has created
opportunities for transfer of multimedia technologies developed within the
lifetime of the project across sectors. Technical advances in one sector can
be rapidly transferred to other sectors via the platform, accelerating the
opportunity for innovation. For example, real-time 3D reconstruction of
moving humans from Kinect is a core capability of the EXPERIMEDIA
platform. Initially the capability was developed for high performance sports
training the generic capability of 3D acquisition from visual and depth sensors
was identified to have potential for collaboration between remote users in
different situations to be placed into virtual environments. This led to use
of the technology at the FHW Smart Venue for including expert actors into
serious games within PlayHist.

Whatis clear is that novel real-time interactive media delivery mechanisms
are transforming social interaction models and immersive experiences. People



9.8 Economic and Social Viability of Data Value Chains 281

increasingly connect to each other for work and leisure using augmented and
realistic 3D reconstructions of the real world delivered over heterogeneous
networks in real-time to indoor and outdoor locations. These capabilities are
driving infrastructure requirements. A 3D reconstruction of a moving human
from a Kinect sensor produces 100 MB of data a frame (future HD sensors
will have much higher data volumes), and with transmission rates of 8 fps
with compression of 1:30 a bandwidth of at least 8 Mb/sec is required.
Quality of experience requirements in tele-immersive applications requires
synchronisation precision of less than 100 ms with a fixed end-to-end latency.
Data demands are driving the need for experiments exploring QoS and UX
techniques such as end-to-end QoS over fixed and wireless networks, context-
based content/infrastructure adaptation and synchronised stream and event
processing.

We know that live events are a major driving force for mass audi-
ences. Through digital production, broadcasters can now deliver content
more efficiently, flexibly and with greater scalability. However, audiences
are demanding enhanced real-time participation in live events and this goes
beyond what is possible with current models of media creation and consump-
tion. The next logical step in media production will be the creation of more
meaningful relationships between the players at live events, the spectators
and the massive online communities at home or on the move. Currently,
broadcasters are only skimming the surface of social interactions: posting
of viewers opinions such as tweets or blogs alongside programme summaries,
capturing an essence of audience engagement through “likes”, encouraging
personalised media production through user submitted photos or videos, etc.
Broadcasters, Games Providers, Event Managers, and to some extent the
online communities themselves, must work together closely to offer more
engaging and immersive user experiences which can encompass all of the
different actors across the various zones of participation.

9.8 Economic and Social Viability of Data Value Chains

Data value chains are at the core of the future digital economy, bringing
opportunities for digital developments that build on the increasing availability
and processing of all types of data. Today, data value chains focus on intelligent
use of data to enable the creation of new products, the optimisation of
the production or delivery processes, the improvement of the market, new
organisation and management approaches, and the reinforcement of research
and development cost reduction of operations, increase of efficiency and
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better and more personalised services for citizens [2]. However, it’s clear that
although big data and value chains are driving the new industrial revolution,
without design and engagement of the creative industries, such information at
worst is meaningless and at best sub-optimal [3].

We have designed and explored many data value chains associated with
outdoor leisure activities and sports performance. Smart Ski Goggles is
delivering a commercial service to be launched in 2014/2015 ski season.
The service enhances visitor experience while skiing on a mountain by
delivering real-time information and navigation system using state-of-the-art
data goggles incorporating a heads up display. Information about lifts, slopes,
weather, hospitality, social media and navigation are integrated into a single
application allowing users to explore the region according to their interests.
Mixed data were considered including a combination of open, closed, free and
personal data. Data and service providers within the local region were engaged
to explore cost, revenue and price points for business models supporting long
term viability of the service.

What is clear from engaging in a regional ecosystems is that dealing with
closed data is fundamental to economic viability. Many business models of
the web are built on advertising where data assets can attract large scale
online populations. This is not the case for regional data assets that are highly
localised. For example, Pinpoint Schladming delivered augmented geospatial
open data but the limited user base in Schladming and the availability of
information through other channels reduced the potential value of geo-location
data application.

Another challenge with data value chains building on open data is as soon
as a data asset attains value, owners will have a tendency to close data to
protect value rather than contribute it back to the open data pool. Also value is
often realised due to scarcity resulting from production costs including costs
(e.g. privacy, time, etc) for users involved in observations. For example, lift
waiting time was considered high value for skier navigation but the camera
installation and video analytics costs were high. Viable solutions required
commercial agreements between lift operators, technology providers and the
mobile application provider. Price points in business models must consider
that the benefit to users must be greater than the cost of data production.

Data value chains were central to improving training programmes and
athlete performance at the CAR Smart Venue making extensive use of wear-
able and non-invasive techniques to capture biomechanics and physiological
information. High performance training is a complex endeavour requiring
continuous support from specialists responsible for analysis of multi-factor
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data. Coaches and doctors need accurate measurements in order to offer
the correct feedback for performance improvements and the avoidance of
injuries. Feedback must be timely and often instantaneous to increase the
efficiency of training sessions. 3D Media in Sports used 3D information from
Kinect cameras for real-time calculation of cyclists’ aerodynamic performance
and optimal weightlifting speed and trajectory. 3D Acrobatics used wearable
inertia sensors to calculate detailed biomechanics data whereas CARVIREN
used wearable device (WIMU) to collect a wide range of athlete data.

The success of solutions in CAR’s environment were not driven by
economics but the cost of participation by athletes in terms of ergonomics,
inconvenience or time. Training sessions are carefully scheduled and chore-
ographed. Wearable technologies that inhibit movement or take significant
time to put on or calibrate are deemed unacceptable unless the information
captured has significant benefits (e.g. injury avoidance). As a consequence,
current techniques have been lab-based and not part of everyday training
routines. Experiments conducted in EXPERIMEDIA demonstrated the possi-
bility of moving advanced measurement techniques from the lab to the field
without introducing significant costs to the athletes. What we see at CAR in
terms of multi-factor measurements will be representative of wider society in
future as communities realise visions for quantifying self through wearable
technologies.

9.9 Innovation whilst Respecting Privacy

Multimedia systems are developed with human participants and in particular
require an increasing understanding of human behaviour and experience to
provide meaningful collective experiences to individuals and society. Acqui-
sition, processing and protection of personal data is an essential system feature
which must be provided in the context of privacy legislation. Of course, the
privacy debate has raged in recent years as US social network providers exper-
iment with society’s appetite for disclosing personal information. In many
ways, European service providers are not operating on a level playing field
but if we believe in preserving and promoting European values, legislation
that incorporates such values must be respected.

We have successfully delivered European product and service innovation
in the context of EU privacy directives such as Directive 95/46/EC; ii) Direc-
tive 2000/31/EC; iii) Directive 2010/13/EU. Although compliance with the
correct ethical oversight directives is often perceived as a barrier to progress,
performing experimentation in their frame can in fact prepare solutions for
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European markets. We use a Privacy Impact Assessment (PIA) methodology to
uncover potential privacy risks with multimedia systems and at the same time
propose mitigation strategies. Early analysis of the PIA allows for sufficient
time to implement the necessary amendments and safeguards to ensure that
privacy is taken into account by design, rather than being added at the end of
the project development. With the appropriate safeguards, systems were able
to collect personal data, profile users and track users indoors and outdoors.
Some of the features included the use of secure data storage, encrypted transfer,
controlled and auditable access for different classes of data distributed over
the same channel and obscuring/removing user identities at source (e.g. in
the user’s own smartphone or home network, depending on application) to
prevent direct user tracing.

BLUE used personal data to correlate cognitive profiles with movements
and personal preferences, to see if this knowledge can enhance user experi-
ences in their visit of museums. The cognitive profiles where calculated using
a Facebook game and are sensitive personal data. BLUE analysed privacy
consequences by exploring questions such as whether the profile would be
published on or at least known by Facebook? What if an employer sees it?
What if the cognitive style is identified wrongly? An analysis of Facebook’s
Platform Policy highlighted there is no obligation to send back to Facebook
the interpretation or observations on cognitive profiles of the user derived from
information extracted from Facebook APIs. If however, the user chooses to
publish these results on their profile, then they will be available to their friends,
as well as to Facebook.

This example highlights a significant challenge for multimedia systems
building on popular social networking sites. PinPoint Schladming, Digital
Schladming, MEDIAConnect, BLUE, REENACT and CARVIREN all built
on the Facebook Application Programming Interfaces (APIs). Developers are
required to use the API in accordance with rules on leveraging content from
the underlying social networks as defined in developers’ Terms & Conditions
(“T&C”). What’s clear is that compliance with the Social Networks’ T&C can
significantly influence system architecture considering rules for publishing
content and the increasingly stringent rules for extracting content. Platform
providers monitor closely the application ecosystem and demand that the
developers cooperate with them, especially in case the application requires
a large amount of API calls. Through Terms and conditions Social Network
providers maintain their position of power within multimedia systems that
rely on social media content.
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9.10 Conclusions

Multimedia systems are characterised by those that acquire, process and
deliver multiple forms of content in services and applications where user
experience is a significant factor for their success. The features of multimedia
systems are extremely broad covering all aspects of content lifecycles such as
low level signal and image processing, data fusion, transcoding, compression
and decompression, network transmission, and rendering. Multimedia systems
evolve and are intrinsically linked to content forms that they support.

Inrecent years, the forms of content available and way content is produced
and consumed has changed significantly. Mobile devices, wearable technolo-
gies, sensors, cameras and online services are acquiring an increasing array of
pervasive, social, audio-visual and 3D content about real world environments
and how individual and communities behave. In addition, novel immersive
environments, augmented reality devices and high definition displays are
transforming user experiences.

Through a multi-domain approach we have identified and explored a cross-
section of challenges that are associated with multimedia features and their
application. We have presented the features of and opportunities for net-
worked multimedia systems building on the results of experiments conducted
at the EXPERIMEDIA facility. We have demonstrated the benefits of the
EXPERIMEDIA approach for delivering innovative products and services to
specific markets as represented by Smart Venues by conducting experiments
at Live Events. Significant commercial opportunities have been delivered by
experiments highlighting the innovation potential of EXPERIMEDIA experi-
mentation services realised by ensuring users who participate in observations
must also be the same users that realise the primary benefits.

Risks in implementing multimedia solutions in a live context where
lots of people are involved are various. For example, defining technology
solutions without a business cases or not being able to properly address privacy
issues. Both of these can be mitigated, if not completely removed, using
EXPERIMEDIA methodologies demonstrating that concerns, for example,
regarding privacy and ethical oversight are not a barrier to innovation in
experimentally driven research.

CAR’s high performance training plans across multiple sports have been
radically changed through multi-factor sensing, high definition video and
video conferencing technologies. New knowledge has been generated that
shows how Quality of Learning can be improved through serious games, per-
sonalisation and interactive media technologies at FHW. Real-time geo-spatial
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information and social recommendation have enhanced visitor experience at
Schladming.

What is clear is that networked multimedia systems have huge potential
for socio-economic impact and will be transformed through the continuing
convergence of infrastructure technologies and the increasing availability
of data from IoT platforms and Big Data analytics. However, to realise the
benefits of this digital revolution users and user benefit must be at the centre
of design processes, and creative experience designers will have a major role
to ensure that the explosion of data can be turned into enhanced experiences
and sustainable data value chains.
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10.1 Introduction

The Internet-of-Things (IoT) [61] has been identified as one of the main pillars
of the world’s economies and the technology enabler for the evolution of the
societies and for the future developments and improvement of the Internet

287
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[4]. A large number of research activities in Europe have been working in
this direction i.e. FP7 projects in the context of Future Internet Research and
Experimentation (FIRE) initiative. FIRE projects have already demonstrated
the potential of IoT technologies and deployments in a number of different
application areas including transport, energy, safety and healthcare. FIRE
deployments and project results have also demonstrated the advantages of
implementing Smart Cities testbeds (national and EU scale) both have been
extensively reported in [5]. Smart City testbeds are the key places for large
demonstration of IoT concepts and technology. Smart cities testbeds are prone
to be large scale, highly heterogeneous and target a diverse set of application
domains.

In Smart cities despite the growing number of IoT deployments, multiple
installations and related testbeds, the majority of deployed IoT applications
tend to be self-contained, thereby forming application silos [50]. Recent
research efforts have been focused on demonstrate the capacity of IoT
systems to be part of an overall arch-systems called federation (e.g., FP7
Fed4FIRE), in a federated environment it is possible the co-existence and co-
operation of multiple infrastructures (including IoT testbeds). The Federation
is the first step to the integration of these silos, since they provide a wide
range of indispensible low-level capabilities such as resource reservation and
negotiation. Nevertheless, these efforts tend to be heavyweight and do not
adequately deal with the need to access diverse loT datasets in a flexible and
seamless way. In a federation one of the mayor challenges is the data centric
integration and the combination of data silos that is identified as a under
investigation area for IoT [4], and with a very rich potential both in terms
of novel experimentation (e.g., in the scope of living labs and IoT testbeds)
[49] and in terms of added-value enterprise applications. Related to data, the
ability to combine and synthesize data streams and services from diverse IoT
platforms and testbeds remains a challenge and multiple researches follows
the promise to broaden the scope of potential data interoperability applications
in size, scope and targeted business context. In the Internet of tings area the
ability to repurpose and reuse [oT data streams across multiple experimental
applications can positively impact the Return-on-Investment (ROI) associated
with the usually costly investments in IoT infrastructures and testbeds. The
integration, combination and interoperability of 10T silos is fully in-line with
the overall FIRE vision that makes part of the Horizon 2020 program, which
aspires to allow European experimenters/researchers to investigate/develop
leading-edge, ubiquitous and reliable computing services, as well as seamless
and open access to global data resources.
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The futuristic vision of integrating IoT platforms, testbeds and associated
silo applications is related with several scientific challenges, such as the
need to aggregate and ensure the interoperability of data streams stemming
from different IoT platforms or testbeds, as well as the need to provide
tools and techniques for building applications that horizontally integrate silo
platforms and applications. The convergence of IoT with cloud computing
is a key enabler for this integration and interoperability, since it allows
the aggregation of multiple IoT data streams towards the development and
deployment of scalable, elastic and reliable applications that are delivered on-
demand according to a pay-as-you-go model. During the last 4—5 years we have
witnessed several efforts towards loT/cloud integration (e.g., [29, 39]), includ-
ing open source implementations of middleware frameworks for IoT/cloud
integration [23, 52] and a wide range of commercial systems (e.g., Xively
(xively.com), ThingsWorx (thingsworx.com), ThingsSpeak (thingspeak.com),
Sensor-Cloud (www.sensor-cloud.com)). While these cloud infrastructures
provide means for aggregating data streams and services from multiple IoT
platforms, they are not fully sufficient for alleviating IoT fragmentation
of facilities and testbeds. This is because they emphasize on the syntactic
interoperability (i.e. homogenizing data sources and formats) rather on the
semantic interoperability of diverse IoT platforms, services and data streams.

Recently several IoT projects [33] have started to work on the semantic
interoperability of diverse IoT platforms, services and data streams. To
this end, they leverage IoT semantic models (such as the W3C Seman-
tic Sensor Networks (SSN) ontology [16, 58]) as a means of achieving
interoperable modeling and semantics of the various IoT platforms. A
prominent example is the FP7 OpenloT project, a (BlackDuck) award win-
ner open source project in 2013, which has been developed and released
as an open source blueprint infrastructure [51] addressing the need for
semantic interoperability of diverse sensor networks at a large scale (see
also https://github.com/OpenlotOrg/openiot). The semantic interoperability
of diverse sensor clusters and IoT networks is based on the virtualization of
sensors in the cloud. At the heart of these virtualization mechanisms is the mod-
eling of heterogeneous sensors and sensor networks according to a common
ontology, which serves as harmonization mechanism of their semantics, but
also as amechanism for linking related data streams as part of the linked sensor
data vision. This virtualization can accordingly enable the dynamic discovery
of resources and their data across different/diverse IoT platforms, thereby
enabling the dynamic on-demand formulation of cloud-based IoT services
(such as Sensing-as-a-Service services). Relevant semantic interoperability
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techniques are studied in depth as part of the fourth activity chain of the IERC
cluster IERC-AC4) (see for example [17]). Similar techniques could serve as a
basis for unifying and integrating/linking geographically and administratively
dispersed IoT testbeds, including those that have been established as part
of FIRE projects. Such integration holds the promise of adding significant
value to all of the existing IoT testbeds, through enabling the specification
and conduction of large-scale on-demand experiments that involve multiple
heterogeneous sensors, Internet Connected Objects (ICOs) and data sources
stemming from different IoT testbeds.

Based on the above-mentioned Sensing-as-a-Service paradigm, dynamic
virtualized discovery capabilities for IoT resources could give rise to a more
general class of Experiment-as-a-Service (EaaS) applications for the IoT
domain. EaaS services are executed over converged IoT/cloud platforms, that
are developed on the basis of the technologies outlined above. EaaS services
are not confined to combinations of sensor queries (such as Sensing-as-a-
Service), but they would rather enable the execution of fully-fledged exper-
imental workflows comprising actuating and configuration actions over the
diverse IoT devices and testbeds. The benefits resulting from the establishment
and implementation of an EaaS paradigm for the loT domain include:

e The expansion of the scope of the potential applications/experiments
that are designed and executed. Specifically, the integration of diverse
testbeds for offering to the European experimenters/researchers with the
possibility of executing IoT experiments that are nowadays not possible.

e The ability to repurpose IoT infrastructures, devices and data streams
in order to support multiple (rather than a single) applications. This
increases the ROI associated with the investment in the testbeds
infrastructure and software.

e Possibility for sharing IoT data (stemming from one or more heteroge-
neous 0T testbeds) across multiple researchers. This can be a valuable
asset for setting up and conducting added-value IoT experiments, since
it enables researchers to access data in a testbed agnostic way i.e. similar
to accessing a conventional large scale IoT database.

e The emergence of opportunities for innovative IoT applications, notably
large scale applications that transcend multiple application platforms and
domains and which are not nowadays possible.

e The avoidance of vendor lock-in, when it comes to executing [oT services
over a provider’s infrastructure, given that an EaaS model could boost
data and applications portability across diverse testbeds.
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Beyond the interconnection and interoperability of IoT and smart cities
testbeds, semantic interoperability tools and techniques could also enable the
wider interoperability of IoT platforms, which is a significant step towards a
global IoT ecosystem.

10.2 Federated loT Testbeds and Deployment
of Experimental Facilities

Addressing the need of IoT federated infrastructures and following the inter-
operability need and the use of semantics IoT/cloud Testbeds and applications
the FIESTA project aim to be a globally unique infrastructure for integrated
IoT experimentation based on the federation of multiple interoperable IoT
testbeds. FIESTA targets the main objective for defining and implementing a
Blueprint IoT Experimental Infrastructure that can offer services and tools for
external applications and mainly for enabling the concept Experimentation
as a Service “EaaS”. FIESTA look at researching and establishing a novel
blueprint infrastructure for IoT platforms/testbeds interoperability and EaaS
(Experimentation-as-a-Service), which enables researchers, engineers and
enterprises (including SMEs) to design and implement integrated IoT experi-
ments/applications across diverse IoT platforms and testbeds, through a single
entry point and based on a single set of credentials. The EaaS infrastructure
facilitates experimenters/researchers to conduct large scale experiments that
leverage data, information and services from multiple heterogeneous IoT
testbeds, thereby enabling a whole new range of innovative applications and
experiments.

FIESTA has implemented the testbed agnostic access to IoT datasets,
providing tools and techniques enabling researchers to share and access loT-
related datasets in a seamless testbed agnostic manner i.e. similar to accessing
a large scale distributed database. This also has involved the use of linking
diverse IoT datasets, based mainly on the linked sensor data concept. FIESTA
has implemented tools and techniques for IoT Testbeds Interoperability and
Portability by providing tools and techniques (semantic models, directory ser-
vices, open middleware, tools) for virtualizing and federating geographically
and administratively dispersed IoT platforms and testbeds. Special emphasis
was done in the specification and implementation of common standardized
APIs for accessing the underlying testbeds, thereby boosting the portability
of IoT experiments. FIESTA has also research and implement the meta-
cloud infrastructure along with accompanying tools (i.e. portal, development,
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workflow management, monitoring) facilitating the use of the EaaS infrastruc-
ture for the design, implementation, submission, monitoring and evaluation
of IoT/cloud related experiments and related integrated applications.

FIESTA developed a global market confidence programme (as a Sus-
tainability Vehicle) for enabling IoT platform/testbed providers and IoT
solutions providers to test, validate and ensure the interoperability of their plat-
forms/solutions against FIESTA standards and techniques. The programme
includes a certification suite for compliance testing. As part of pursuing
this objective, FIESTA ensures the development and realization of a clear
sustainability path for the project’s results. Furthermore, it defined ways for
collaboration with other bodies and working groups, which are currently
working (at EU level) towards the establishment of similar initiatives, such
as the IoT forum. FIESTA is implemented in the way to be a blueprint
experimental infrastructure for EaaS on the basis of the federation and
virtualization of real-life IoT testbeds, but also on the basis of real-life
experiments that have be designed, executed and evaluated over them. These
span the areas of pollution monitoring, crisis management, crowdsensing as
well as enterprise/commercial activities and emphasize portability and testbed
agnostic access.

FIESTA implemented a stakeholders engagement program to guarantee the
expansion in terms of experiments and testbeds by meaning of the involvement
of third parties towards a global IoT experimentation ecosystem). The FIESTA
ecosystem is to attract and engage stakeholders beyond the project consortium
as third parties through managing an open calls process, but also through the
mobilization of (third-party) research communities with a strong interest in
IoT. FIESTA permanently works towards the identification and generation of
reference activities to elicit and document a range of best practices facili-
tating IoT platform providers and testbed owners/administrators to integrate
their platform/testbed within FIESTA, along with best practices addressed
to researchers, engineers and organizations wishing to use the FIESTA
meta-cloud EaaS infrastructure for conducting innovative applications and
experimentation.

In order to validate the global and federated character of the FIESTA infras-
tructure, FIESTA has already established collaborations and liaisons with IoT
partners in Asia (Korea) and USA. In particular, the consortium includes a
Korean partner (KETTI), that has also a established IoT collaborations with US
organizations (thanks to the Inria’s collaboration with the Silicon Valley as
part of the Inria@Silicon Valley programme). Note that KETI’s participation
in the consortium has allowed the integration/federation of a testbed located in
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Asia (i.e. KETT’s testbed) to the FIESTA EaaS infrastructure. At the same time,
the above-listed collaborations ensures the global dissemination and outreach
of the project’s results, while also broadening the scope of participation in the
third-party selection processes of the project (i.e. open calls) on the basis of
participants from Asia and USA.

FIESTA has allocated a significant share (31%) of its foreseen budget to
the introduction of third-parties (through the open calls process), notably third-
parties that have started the undertaken and the conduction of new experiments
and/or the blending/integration of new testbeds within the FIESTA infrastruc-
ture. Note that the stakeholders’ community of the project also serves as a
basis for validating the global market confidence programme of the project.
The active engagement of the stakeholders in the project, but also in the third-
parties selection process are boosted by FIESTA partners already animating
ecosystems of researchers and enterprises (i.e. SODERCAN, Com4innov),
as well as from participants from non-EU countries (i.e. KETI from Korea).
Links to participants from Asia and USA are also sought (through KETI and
the Inria@Silicon Valley programme). The ultimate vision of FIESTA is to
provide the basis of a global IoT experimentation ecosystem.

10.3 Cross-Domain Interoperability

FIESTA project has opened new horizons in the development and deployment
of IoT applications and experiments not only at a EU but also global scale,
based on the interconnection and interoperability of diverse IoT platforms
and testbeds FIESTA has created an ecosystem of IoT experimentation. To
this end, FIESTA provides a blueprint experimental infrastructure, tools,
techniques, processes and best practices enabling IoT testbed/platforms oper-
ators to interconnect their facilities in an interoperable way, while at the
same time facilitating researchers and solution providers in designing and
deploying large scale integrated applications (experiments) that transcend the
(silo) boundaries of individual IoT platforms or testbeds. FIESTA enables
researchers and experimenters to share and reuse data from diverse IoT
testbeds in a seamless and flexible way that has open up new opportunities in
the development and deployment of experiments and for exploiting data and
capabilities from multiple testbeds. The blueprint experimental infrastructure
provided by FIESTA includes a middleware for semantic interoperability, tools
for developing/deploying and managing interoperable applications, processes
for ensuring the operation of interoperable applications, as well as best



294 Cross-Domain Interoperability Using Federated Interoperable Semantic

practices for adapting existing IoT facilities to the FIESTA interoperability
infrastructure.

The FIESTA infrastructure empowers the Experimentation-as-a-Service
(EaaS) paradigm for IoT experiments, while also enables experimenters to use
a single EaaS API (i.e. the FIESTA EaaS API) for executing experiments over
multiple IoT federated testbeds in a testbed agnostic way i.e. like accessing
a single large scale virtualized testbed. Experimenters are therefore able to
learn easily how to connect with the EaaS API and accordingly use it to
access data and resources from any of the underlying testbeds. To this end, the
underlying interconnected testbed provides common standardized semantics
and interfaces (i.e. FIESTA Testbed Interfaces) enables the FIESTA EaaS
infrastructure to access their data, resources and other low-level capabilities
(Figure 10.1). Note that the FIESTA EaaS infrastructure is accessible through
a cloud computing infrastructure (conveniently called FIESTA meta-cloud),
on the basis of a cloud-based on-demand paradigm.

FIESTA also includes a directory service (conveniently called FIESTA
meta-directory), where sensors and IoT resources from multiple testbeds
are registered. This directory enables the dynamic discovery and use of
IoT resources (e.g., sensors, services) from all the interconnected testbeds.
Overall, the project’s experimental infrastructure provides to the European

- EaaS Experiments . Single EaaS API
- Testbeds (loT/Cloud) - Access Datasets & Resources from
. . . Multiple Testbeds
loT Resogrce Directories y ) - Portable Experiments (across multiple
- loT Experiments [ ieern £2oc apl _ Experiment ) testbeds)

FIESTA (Meta-Cloud)
(On-Demand, Cloud-Based)

— | Resources
{ ‘5 Sy Directory

loT/Cloud Experiment
Testbed #N -
= 9

Q

urces [ @y
Resources
Directol ry

/ 4 loT/Cloud
| Experiment g Testbed #1

)
M =]

Figure 10.1 FIESTA interoperability model for heterogeneous IoT testbed experimentation.
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experimenters in the IoT domain with the following unique capabilities
(Figure 10.1):

e Access to and sharing of IoT datasets in a testbed-agnostic way.
FIESTA provides researchers with tools for accessing [oT data resources
(including Linked sensor data sets) independently of their source IoT
platform/testbed.

e Execution of experiments across multiple IoT testbeds, based on a single
API for submitting the experiment and a single set of credentials for the
researcher.

e Portability of IoT experiments across different testbeds, through the
provision of interoperable standards-based IoT/cloud interfaces over
diverse IoT experimental facilities.

FIESTA technology leverages recent results on IoT semantic interoperability,
notably results produced as part of the AC4 activity chain of the IERC, as
well as within relevant projects in the IoT (e.g., FP7 OpenloT) and FIRE
(e.g., Fed4FIRE) areas. In particular, IoT projects offers the foundations of
semantic interoperability at the IoT data and resources levels, while FIRE
projects contribute readily available results in the area of reserving and
managing resources across multiple testbeds. On the basis of these results,
FIESTA research, design and deliver an open middleware infrastructure (i.e.
semantics and APIs) for the virtualization and federation of IoT testbeds that
enable sharing and access to a wide range of IoT-related datasets. FIESTA’s
infrastructure comprise semantic models enabling the virtualization, as well
as middleware libraries facilitating the streaming and semantic annotation of
IoT from the various testbeds in a single unified cloud infrastructure (FIESTA
cloud). The FIESTA cloud therefore aggregates, manages and linked data from
the various testbeds, while at the same time providing methods and tools that
enables researchers to access them in a flexible and testbed-agnostic way.
Therefore, the FIESTA cloud act as a meta-testbed, which integrates, linked
and uses information sources from a variety of loT/cloud testbeds.

FIESTA cloud enables European experimenters/researchers to design,
implement, execute and evaluate IoT experiments based on data from various
IoT testbeds all over Europe. To this end, FIESTA also offers a wide range of
tools facilitating experimenters in the above tasks. These include: a) A portal
infrastructure serving as a single entry point for setting up and submission of
IoT experiments and the monitoring of their progress, b) Tools for designing
and enacting experiments in terms of IoT/cloud services and workflows, c)
Tools for sharing, linking and accessing datasets in a testbed agnostic way,
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d) Tools and techniques for monitoring and managing the FIESTA cloud,
including monitoring of all the necessary aspects of the underlying testbeds
and e) Tools and techniques for monitoring the status of experiments and col-
lecting data for evaluating the experiments. These tools are an integral element
of the project’s Experiment-as-a-Service paradigm for the IoT domain.

FIESTA establishes, implement and support a global market confidence
programme, on the basis of its blueprint infrastructures and processes,
that encourages and facilitate stakeholders to comply with the FIESTA
interoperability guidelines and accordingly to deploy large scale innovative
interoperable IoT applications. The FIESTA global market confidence pro-
gramme includes a certification/compliance suite enabling platform providers
and solution providers to test and ensure the level of interoperability of their
platforms and services. This programme is a main vehicle for the sustainability
of the project’s results, as well as for impact creation at a global scale.
Note that the programme is used as a vehicle for the sustainability of the
project’s results. During its lifetime FIESTA boost and ensure the engagement
and participation of multiple platforms providers within Europe (including
both consortium members and third-parties) in the FIESTA global confidence
programme. Based on this engagement, FIESTA ensures the proper design,
implementation, validation and fine-tuning of the programme.

FIESTA integrates diverse IoT testbeds (three in EU and one in Korea),
towards providing experimenters with the possibility of designing, implement-
ing, executing and evaluating sophisticated IoT (EaaS based) experiments that
are not possible nowadays. To this end, the project leverages recent advances
and results associated with semantic interoperability for IoT applications
towards federating multiple IoT testbeds. FIESTA specify the scope of the [oT
platforms and testbeds integration, federation and interoperability in terms of
the functionalities that should be supported, the business/research actors that
have access to specific functionalities of the testbeds, their EaaS model, as well
as type of experiments that are enabled. FIESTA attempts to cover all aspects
of IoT testbeds integration, including technology aspects (i.e. the technologies
needed), business aspects (including how to run the confidence programme
and ensure the longer term sustainability of the FIESTA model), organization
(e.g., the processes needed to deploy/operate interoperable platforms and
applications), as well as innovation aspects.

FIESTA has been validated on the basis of the federation of four existing
real-life diverse IoT testbeds (provided by partners UNICAN/SDR, UNIS,
Com4Innov and KETI), which include prominent European FIRE testbeds
(such as SmartSantander), as well as Korean testbed (accessible through
partner KETI). FIESTA first federate these testbeds and accordingly with
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testbed specifications validate the federated/virtualized infrastructure on the
basis of a range of EaaS experiments covering both e-science and e-business
purposes. The project’s experiments (which are detailed in following para-
graphs) unveil the unique capabilities of the FIESTA infrastructure in terms
of testbed-agnostic data sharing, execution of experiments across multiple
testbeds, as well as ensuring the portability of IoT experiments across different
testbeds.

In order to accomplish its goals, the project issue, manage and exploit a
range of open calls towards involving third-parties in the project. The objective
of the involvement of third-parties is two-fold:

e To ensure the design and integration (within FIESTA) of more innovative
experiments, through the involvement of additional partners in the
project (including SMEs). The additional experiments focuses on demon-
strating the added-value functionalities of the FIESTA experimental
infrastructure.

e To expand the FIESTA experimental infrastructure on the basis of
additional testbeds. In this case the new partners undertake to contribute
additional testbeds and to demonstrate their blending and interoperability
with other testbeds (already adapted to FIESTA). As part of this blending,
the owners of these testbeds also engage with the project’s global market
confidence programme, which provide them with the means to auditing
the interoperability and openness of their platforms.

The involvement of third-parties therefore play an instrumental role for the
large scale validation of the FIESTA experimental infrastructure, but also
for the take-up of the project’s global market confidence programme on IoT
interoperability. It is also a critical step to the gradual evaluation of FIESTA
towards an infrastructure/ecosystem for global IoT experimentation, as shown
in Figure 10.2.

Beyond the validation of the FIESTA infrastructure on the basis of practical
experiments and the integration of additional IoT testbeds, the project specify
concrete best practices for the federation of testbeds (addressed to testbed
owners/administrators) wishing to become part of the virtualized meta-cloud
infrastructure of the project. Similar best practices are also produced for
European researchers and enterprises (including SMEs) wishing to design
and execute experiments over the FIESTA EaaS infrastructure. These best
practices have been disseminated as widely as possible, as part of the project’s
efforts to achieve EU-wide/global outreach. The attraction and engagement
of researchers and enterprises in the use of the FIESTA EaaS infrastructure
is another vehicle for the sustainability and wider use of the project’s results,
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Figure 10.2 FIESTA evolution towards an ecosystem for global IoT experimentation.

which complement the global market confidence programme outlined above.
This is overall in-line with the vision of establishing a global ecosystem for
IoT experimentation (as already shown in Figure 10.2)

10.4 Experimentation as a Service

The FIESTA overall approach comprises a range of research activities that
aims at setting up and validating the FIESTA EaaS model and associated
blueprint experimental infrastructure, as well as a range of exploitation and
sustainability activities that deals with the design and activation of the project’s
global market confidence project on IoT interoperability. A set of demonstra-
tion activities have been carried out in order to showcase the capabilities of
the FIESTA infrastructure on the basis of the design and execution of novel
experiments.

The FIESTA project’s methodology towards researching and providing
the FIESTA Experimentation as a Service (EaaS) paradigm, involves the
following groups of activities, and the details are further analysed in following
paragraphs:
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e Analysing requirements for EaaS experimentation in the IoT domain,
and specifying the detailed technical architecture of the FIESTA experi-
mental (meta-cloud) infrastructure, including its (meta) directory of IoT
resources.

e Research towards virtualizing access to the individual testbeds and
their resources. This includes the provision of common standards-based
interfaces and APIs (i.e. FIESTA Testbed APIs) for accessing datasets
and resources in the various testbeds, according to common semantic
models (ontologies).

e Research towards creating the FIESTA meta-cloud EaaS infrastructure,
which enables experimenters to access data and resources from any of
the underlying testbeds in a testbed agnostic way i.e. similar to accessing
a single large scale virtualized testbed.

FIESTA Engineering Requirements: The FIESTA engineering requirements
activities have produced the requirements associated with testbed-agnostic
experimentation, as well as with the EaaS model to designing and conduct-
ing IoT experiments. They were planned early in the project’s work plan
and have produced the interoperability requirements and more, based on a
variety of modalities for collecting and analysing requirements, including
analysis of state-of-the-art, contact with stakeholders (including researchers
and experimenters), analysis of the various IoT testbeds etc.

FIESTA Architecture and Technical Specifications: The FIESTA require-
ments have been taken into account towards producing detailed technical
specifications for the EaaS model. Furthermore, a technical architecture have
been established, specifying the FIESTA (meta-cloud) EaaS infrastructure,
its tools, the meta-directory of IoT resources, as well as the interfaces of
the above-listed components to individual FIESTA platforms and testbeds.
The architecture drives the organization and integration of research tasks
associated with the individual components of the FIESTA solution.

FIESTA Research on semantic interoperability for IoT (data and
resources): The project’s methodology includes a dedicated set of activities
that aim at realizing IoT platforms/testbeds semantic interoperability at both
the data and resources levels. To this end, FIESTA selects and extends the
ontologies that provide the common semantics of the FIESTA interoperable
infrastructure, while also working on the federation and linking of the hetero-
geneous data streams. As a result of the research, a set of blueprint middleware
libraries enabling each testbed to adapt its data and resources to the common
produced semantics.
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Figure 10.3 FIESTA EaaS experimental infrastructure overview.

FIESTA Research on virtualized access to IoT/cloud infrastructures: In
addition to developing the models that ensures the common semantics of
resources and data across various testbeds, FIESTA project have provided a
set of standards-based portable interfaces for accessing the various loT/cloud
infrastructures. The interfaces ensure that the FIESTA infrastructure can be
seamlessly expanded on the basis of additional platforms/testbeds that support
the specified standards-based interfaces.

FIESTA is in-line with the directions identified and prioritized as part
of recent FIRE roadmaps in the areas of IoT and its convergence with
cloud computing and smart city applications. FIESTA project addresses the
challenges identified in recent support actions (e.g., the AmpliFIRE Support
Action) for the FIRE domain. Figure 10.3 illustrates the main elements of the
FIESTA EaaS infrastructure, which are further analysed in later paragraphs.

10.5 loT Data Marketplace

FIESTA tools and techniques for accessing data in a testbed agnostic way
defines a number of tools enabling submission of experiments, testbed agnostic
access to (shared) data, as well as authentication and authorization of the
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users are implemented and make available over the FIESTA meta-cloud
infrastructure. FIESTA meta-cloud infrastructure has provided a meta-cloud
infrastructure enabling access to data and resources from a wide range of
underlying testbeds. This infrastructure leverages the semantics and interfaces
that make FIESTA meta-cloud to serve as single entry point of the EaaS
infrastructure. It also includes a (meta) directory service, which enables
dynamic discovery and dynamic access toresources from any of the underlying
virtualized testbeds.

The project’s demonstration activities are focused on validating and
demonstrating the FIESTA IoT Data Marketplace on the basis of three
experiments that are designed and executed by project partners, but also based
on several experiments that are executed by third-parties to be selected based
on open calls processes. FIESTA demonstration of IoT Data Marketplace in a
way of innovative experiments on Testbed agnostic data access and by sharing
that data as a means of validating the FIESTA infrastructure is generated by
using a number of innovative experiments over the FIESTA infrastructure that
is being developed and demonstrated by the end of the project duration.

The focus on the IoT Data Marketplace is in three fold: a) Access to data and
services from multiple IoT testbeds, b) Experiments portability across testbeds
(i.e. provided that testbeds provide the sensors and/or resources needed to
execute the experiment and c) Dynamic discovery of sensors and resources
across multiple testbeds. A great deal of the demonstration activities is also
based on new experiments to be introduced as part of the Open Calls processes
of the project.

10.6 FIESTA Platform Services and Tools

FIESTA intends to become a first of a kind experimental infrastructure,
which provides researchers with the capabilities of accessing data and ser-
vices from multiple 10T testbeds in a seamless and testbed agnostic way.
This enables researchers to design and enact more sophisticated and more
innovative experiments, as part of their projects and product development
processes. The realization of the FIESTA vision requires significant scientific
and technological advancements in the areas of semantic interoperability of
IoT testbeds, the linking of related IoT data streams, the development of
IoT architectures suitable for federating multiple (cloud-based) testbeds, the
provision of standards-based interfaces for accessing the various IoT/cloud
testbeds, as well as the development of an on-demand EaaS model to executing
experiments. The scientific and technological objectives of the project are
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ground breaking since this allow researchers to experiment with data sets that
stem for administratively and geographically dispersed testbeds, while at the
same time ensuring the portability of the experiments across testbeds with
similar/analogous capabilities. These advancements represent the scientific
and technological ambition of the project. At the same time, the project
has ambitious objectives associated with the sustainability and market take-
up of the project’s results, based on the establishment of the global market
confidence programme for IoT interoperability. These ambitious targets are
presented in the following paragraphs.

10.6.1 FIESTA Approach on Global Market Confidence
Programme on Interoperability Service

A global market confidence programme on IoT interoperability has been
designed as a vehicle for the sustainability of the project’s results, but also as a
means of offering these results in a structured way to many experimenters (i.e.
individuals researchers and enterprises (including SMEs)). FIESTA operate
the global market confidence programme on IoT interoperability, towards
boosting the sustainability of the project’s results, as well as towards using
semantic interoperability as a vehicle for alleviating vendor lock-in and the
related fragmentation of the IoT market.

The programme is designed to be validated on the basis of the auditing
and certification of several 10T platforms for their interoperability against
FIESTA standards and guidelines. IoT platforms/testbeds are contributed by
project partners (based also on their background projects), but also by new
participants joining the project following open calls processes.

The methodology of the project includes activities that aim at attracting
stakeholders in the adoption and use of the project’s results, based on the global
market confidence programme of stakeholders. FIESTA caters for the support
of these stakeholders, through providing focused training and consulting,
relevant to the project’s interoperability programme.

In addition to opportunities derived from the global market confidence
programme on IoT interoperability, the FIESTA project conducts a wide
range of dissemination and communication activities aiming at supporting
the exploitation strategy and goals of the project. Likewise, all partners that
are involved in exploiting the project in line with their business and research
strategies, also, a set of created business plans in relation to the FIESTA
exploitable products and services.
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10.6.2 FIESTA Approach on Linking and Reasoning
over loT Data Streams Services

FIESTA’s work on semantic interoperability of data streams is to ensure the
accessibility of heterogeneous input streams in a uniform format, as well as
the ability to support/implement a uniform access paradigm to these data.
In addition to alleviating the complexity of the data access process, this
interoperability also empower large-scale reasoning over the multiple diverse
data streams, towards linking related data streams and enabling large scale
experiments, as well as experiments with richer functionality.

The most promising approach towards linking data streams is the use of
Linked Open Data (LOD) standards [30] along with semantic annotations
and uniform access with RESTful services (REST: REpresentational State
Transfer) down to the physical sensor level. Linked Data ensures a uni-
form data model based on an underlying graph-based/network model (vs.
a traditional relational model) capable of representing arbitrary information
models in an intuitive and straightforward way. Linked Data models are
used already in many domains, such as the Web, enterprise information
systems, e-government (e.g., http://data.gov.uk), social networks (e.g., W3C
Semantic Interoperability of Online Communities (SIOC) standard), sen-
sors data (W3C Semantic Sensor Networks Incubator Group (SSN-XG),
http://www.w3.0rg/2005/Incubator/ssn/), etc. with a trajectory of massive
further growth. Uniform access in a RESTful way using Linked Data orig-
inated from Web-based information systems and has become the standard
on Web-based systems and for accessing social media, e.g., Twitter REST
API (https://dev.twitter.com/docs/api), as well as for many enterprise service
solutions. Recently, also the IoT world has committed to RESTful access
through the on-going standardization of the COnstrained Application Protocol
(COAP, https://datatracker.ietf.org/doc/draft-ietf-core-coap/) and Constrained
RESTful Environments (CORE, http://datatracker.ietf.org/wg/core/charter/)
by the IETF. A complete stack for Linked Data based on these abstractions has
bee developed by the FP7 project SPITFIRE (Semantic Service Provisioning
for the Internet of Things, http://www.spitfire-project.org/).

Dynamic cost models and support for scalable and efficient processing
are missing [60] as are query approximation and relaxation techniques for
“close matches” [32]. Stream query processors for Linked Streams can
already provide reasoning support up the level of expressivity of SPARQL
(http://www.w3.org/TR/rdf-sparql-query/). The most relevant systems are
CQELS, C-SPARQL [10], and EP-SPARQL [3] among a number of research
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prototypes (e.g., Sparkwave, which, however, does not have comprehensive
performance evaluation results available, thus not making it comparable to
the above 3 systems). These systems all share the same approach of utilizing
SPARQL-like specification of continuously processed queries for streaming
RDF data. If more complex reasoning is required, other approaches like
nonmonotonic logic programming are required. Stream processing engines
which augment stream reasoning through this kind of approach are still
limited, but include those such as the use of Prova [36, 59] and Streaming
IRIS [37]. Although based on logic programming, these approaches do
not gain the inherent benefits of Answer Set Programming (ASP) syntax
and semantics in terms of expressivity. In terms of performance, Prova
is more concerned about how much background (static) knowledge can
be pushed into the system, while Streaming IRIS does not test complex
reasoning tasks. To the best of the consortium’s knowledge, the work by
Do [21] is probably the only other current stream reasoning approach for
the Semantic Web that utilizes ASP. Although the work is quite recent, their
approach is still much more prototypical. More importantly, this approach
does not pertain to continuous and window-based reasoning over stream
data.

10.6.3 FIESTA Approach on Federating loT Stream Data
Management Services

As we are heading towards a world of billions of things [26], IoT devices
are expected to generate enormous amount of (dynamically distributed) data
streams, which can no longer be processed in real-time by the traditional
centralized solutions. Thus, IoT needs a distributed data management infras-
tructure to deal with heterogeneous data stream sources which autonomously
generates data at high rates [9]. An early system designed to envision a world
wide sensor web [11] is IrisNet, which supports distributed XML processing
over a worldwide collection of multimedia sensor nodes, and addresses a
number of fault-tolerance and resource-sharing issues. A long the same line,
HiFi [24] also supports integrated push-based and pull-based queries over a
hierarchy where the leaves are the sensor feeds and the internal nodes are
arbitrary fusion, aggregator, or cleaning operators. A series of complementary
database approaches aimed to provide low-latency continuous processing
of data streams on a distributed infrastructure. The Aurora/Medusa [13],
Borealis [1], and TelegraphCQ [12], StreamGlobe [53], StreamCloud [27] are
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well-known examples of this kind. These engines provide sophisticated fault-
tolerance, load-management, revision-processing, and federated-operation
features for distributed data streams. A significant portion of the stream
processing research merit of these systems has already made its way from
university prototypes into industry products such as TIBCO StreamBase, IBM
Stream InfoSphere, Microsoft Streamlight. However, such commercial prod-
ucts are out of reach of most IoT stream applications and there have not been
any comprehensive evaluation in terms of cost effectiveness, performance
and scalability. Due to this reason, there have emerged open source stream
processing platforms from Apache Storm [54], S4 [55] and Spark [56] which
were primarily built for some ad-hoc applications: Twitter, Yahoo!. While
these platforms aim to support elasticity and fault-tolerance, they only offer
simple generic stream processing primitives that require significant effort to
build scalable stream-based applications.

The above systems provide steps in the right direction for managing IoT
data streams in distributed settings. However, they have several federation
restrictions in terms of systems of systems and system data organization.
For system organization, most of distributed stream processing engines are
extended from a centralized stream-processing engine to distributed system
architectures. Thus, in order to enable the federation among stream processing
sites, they have to follow strictly predefined configurations. However, in
IoT settings, heterogeneous data stream sources are provided by autonomous
infrastructures operated on different independent entities, which usually do not
have any prior knowledge about federation requirements. In particular, a useful
continuous federated query might need to compare or combine data from
many heterogeneous data stream sources maintained by independent entities.
For example, a tourist guide application might need to combine different data
stream relevant to the GPS location of users, e.g., weather, bus, train location,
flight updates, tourist events. Also, they might then correlate these streams
with similar information from other users who have social relationships with
the user via social networks such as Twitter, Facebook and also with back
ground information like OpenStreetMap, Wikipedia. In such examples, stream
data providers did not only agree how their systems are used to process
those federated queries but also they did not agree on data schema/format
to make data able to be queried for the federated query processing engine.
Note however that the need of having uniform and predefined data schema
and formats poses various difficulties for query federation on IoT applications
using heterogeneous stream data sources.
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In FIESTA the lack of standards has been studied as the major difficulty
leading to restrictions, and the wide (and changing) variety of application
requirements. Existing IoT Stream processing engines vary widely in data
and query models, APIs, functionality, and optimization capabilities. This has
led to some federated queries that can be executed on several IoT stream
providers based on their application needs. Semantic Web addresses many of
the technical challenges of enabling interoperability among data from different
sources. Likewise, Linked Stream Data enables information exchange among
stream processing entities, i.e., stream providers, stream-processing engines,
stream consumer with computer-processable meaning (semantics) of IoT
stream data. There have been a lot of efforts towards building stand-alone
stream processing engine for Linked Stream Data such as C-SPARQL 10],
SPARQLstream [10], EP-SPARQL, 6]. The data and query-processing model
of Linked Stream data has been standard by W3C [46]. However, there are
only few on-going efforts of building scalable Linked Stream Data processing
engines for the cloud like Storm and S4 respectively, i.e., CQELS Cloud [31].
None of them supports federation among different/autonomous stream data
providers.

10.6.4 FIESTA Approach on Semantic Interoperability
for loT/Cloud Data Streams Tools

The FIESTA EaaS approach to IoT experimentation is based on the semantic
interoperability of diverse platforms. To this end the project exploits and
extends recent developments in the area of semantic interoperability of IoT
data streams. In the general area of data stream management for 10T, the
landscape is divided between two major approaches for data stream processing
[7,48]: (i) in-network processing, which s close in essence to the Wireless Sen-
sors and Actuators Networks (WSANSs) work (peer-to-peer communication),
and (ii) cloud-based processing, related to big data approaches (centralized
client-server communication, where the cloud can be considered as an elastic
server). With regard to (i), Data Stream Management Systems (DSMS) for
WSANSs may be classified into three broad families as follows:

e Relational DSMSs [2, 40] extend the relational model by adding
concepts necessary to handle data streams and persistent queries,
together with the stream-oriented version of the relational operators
(selection, projection, union, etc.). State of the art DSMSs primarily
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differ with respect to: the expressiveness of the query language, the
associated algebra, and the assumptions made about the underlying
networking architecture. More specialized proposals [20] deal with issues
as diverse as blocking and non-blocking operators, windows, stream
approximation, and optimizations.

e Macroprogramming-based DSMS [42] are oriented toward the devel-
opment of applications over WSANS, as opposed to the expression of
data queries over the network. The macroprograms are typically specified
using a domain-specific language, and are compiled into microprograms
to be run on the networked nodes, hence easing the developer’s tasks who
has no longer to bother with the decomposition and further distribution
of the macroprograms.

e Service-oriented DSMSs [38] aim at integrating with classical service-
oriented architectures, thereby allowing to exploit the functionalities
of the infrastructure (interaction and discovery protocols, registries,
service composition based on orchestration or choreography, security
infrastructure, etc.).

Cloud-based approaches, on the other hand, rely on the cloud infrastructure to
collect, process and store the data acquired from the environment. In contrast
to DSMSs for WSANS, cloud computing offers a simple way to perform easily
a wide range of heavy computations and to deal with ultra-large streams at
ultra-large scales [41, 52]. These characteristics make the cloud an interesting
solution for the IoT, given the expected scale. The convergence between the
cloud and the IoT, referred as “Cloud of Things", is relatively recent [52] and is
pioneered by emerging approaches such as Sensor Clouds [63], IoT platforms
[35] and Sensing-as-a-Service [64]. Basically, all approaches share common
features and follow the same global process: sensor providers (users, cities,
companies, etc.) join the Cloud of Things (CoT) by registering their sensors or
sensor networks. Users can send requests to the CoT, which then collects data
from a set, or a representative subset, of sensors that match the requirements of
the requests. These data are processed by the CoT according to the computation
expressed by the request, and the results are sent back to the users.

When combining [oT data streams originating from different sources, one
can leverage semantic technologies for achieving interoperability. Most of the
existing (semantic interoperability) efforts to provide uniform representations
for entities in the Internet of Things (IoT), i.e., Things, sensors/actuators
they host, and services they provide, adopt the semantic approach and
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exploit ontologies. A considerable portion of ontologies exploited in the IoT
domain is inherited from efforts in the Wireless Sensor Networks domain.
In the latter, the main focus is directed towards modeling sensor, actuators
and their data (e.g., [15, 16, 47]). A commonly exploited ontology, to reason
about sensors is SSN [16], provided by the W3C Semantic Sensor Network
Incubator Group. SSN models sensing specific information from different
perspectives: a) Sensor perspective to model sensors, what they sense and
how they sense; b) System perspective to model systems of sensors and their
deployment; c) Feature perspective to model what senses a specific property
and how it is sensed; d) Observation perspective to model observation values
and their metadata. Other sensor ontologies are also surveyed in [18]. Many
of the ontologies surveyed therein provide a solid basis for the representation
of sensors, actuators, and their data. However, those entities are only a portion
of the IoT.

More efforts have been made recently to extend the ontologies with IoT-
specific semantics, including Things, their functionalities, or their deployment
spaces. For instance, Sense2Web [19] provides an ontology that models
the following Thing-related concepts: the Entity (equivalent to a feature
on interest); the Device, which is the hardware component (equivalent to a
Thing); the Resource, which is a software component representing the entity;
and the Service through which a resource is accessed. A resource can be
a sensor, actuator, RFID tag, processor or a storage resource. Christophe
et al. [14] focus more on the deployment spaces of Things rather than
Things themselves, especially indoor locations. The ontologies provided by
the authors provides a vocabulary to describe Objects, which are physical
Things, their location, their capability, and virtual objects, which are higher
level abstractions of the Things combining the above information together.
Another example is the work in [62] where authors present an ontology
that models services provided by Things; deployment information; Obser-
vations; Entities, which are real-world features to measure/act on, and finally
Things.

10.6.5 FIESTA Approach on Semantic Interoperability
for loT/Cloud Resources Tools

FIESTA’s work on semantic interoperability for IoT and Cloud resources
that focuses on developing common annotation models for describing the
resources and IoT data and providing validation and testing tools for semantic
interoperability evaluation. The core models are constructed by investigating
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the existing semantic and ontology models including the IoT-A information
models (i.e. resources, service and entity models developed in the FP7 EU IoT-
A project, http://epubs.surrey.ac.uk/127271/), W3C Semantic Sensor Network
Ontology (SSN Ontology) (http://www.w3.0org/2005/Incubator/ssn/X GR-ssn-
20110628/), EF7 IoT.est models). FIESTA uses the existing concepts, names-
paces and semantic models and develops a set of core models to describe
IoT resources (e.g. sensor devices, gateways, actuators) and their capabilities
and features and also provide semantic models to describe Cloud services and
Cloud based components. The existing semantic models such as W3 SSN,
IoT-A models are usually developed for specific purposes and in the domain
of the projects.

10.6.6 FIESTA Approach on Testbeds Integration
and Federation Tools

Federation in FIESTA is understood to be: “an organization within which
smaller divisions have some internal autonomy” [43]. In terms of testbeds
this considers that each testbed operates both individually and part of a larger
federation in order to gain value (larger user base, potential combinations with
other testbeds to support richer experimentation, etc.). Typical testbed federa-
tion functions include: resource discovery (finding the required resources for
an experiment); resource provisioning (management or resources such that
they are available when required); resource monitoring (monitor operation in
order to collect experimental results); and finally security (ensuring authorized
users can access resources, and the federation provides a trusted base to
keep experiment information secure). Different federation models can then
be applied to implement the federation; the FedSM project defines a number
of models including lightweight federation where there is little if any central
control of these functions (by the federation) through to a fully integrated
model where a central federation authority implements and provides the
functions.

The FIRE programme has a long standing history in developing cutting
edge testbed federations. In the field of networking research: Openlab provides
access to tools and testbeds including PlanetLab Europe, the NITOS wireless
testbed, and other federated testbeds to support networking experimentation
across heterogeneous facilities. OFELIA is an OpenFlow switching testbed
in Europe federating a number of OpenFlow islands supporting research
in the Software Defined Networking field. CONFINE co-ordinates unified
access to a set of real-world community IP networks (wired, wireless,
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ad-hoc, etc.) to openly allow research into service, protocols and applications
across these edge networks. CREW federates five wireless testbeds to support
experimentation with advanced spectrum sensing and cognitive radio. Finally,
FLEX is a new FIRE project that works towards providing testbeds for
LTE experimentation. In the field of software services, the Bonfire project
created a federation of cloud facilities to support experimentation with new
cloud technologies. Importantly, in terms of Internet of Things testbeds,
SmartSantander provides a set of Smart City facilities through large-scale
deployments of sensor networks atop which applications and services can be
developed. Also, Sunrise is a federation of sensor network testbeds providing
monitoring and exploration of the marine environments and in particular
supporting experimentation in terms of the underwater Internet of Things.
While each project typically performs federation within its own domain, the
Fed4FIRE project is an initiative to bring together heterogeneous facilities
across Europe so as to target experimentation across the whole Future Internet
field i.e., networks, software and services, and IoT.

Many of the projects (crucially Fed4FIRE) employ OMF [45] and SFA
[8] federation technologies. OMF is a control, measurement and management
framework for testbeds. From an experimenter’s point of view, OMF provides
a set of tools to describe and instrument an experiment, execute it and collect
its results. From a testbed operator’s point of view, OMF provides a set of
services to efficiently manage and operate the testbed resources (e.g. resetting
nodes, retrieving their status information, installing new OS image). The OMF
architecture is based upon Experiment Controllers that steer experiments
defined in OEDL (OMF experiment Description Language), which is a
declarative domain-specific language describing required resources and how
they should be configured and connected. It also defines the orchestration of
the experiment itself.

Outside FIRE, there have been a number of federation initiatives to support
the wider Future Internet community. Two relevant ones are Helix Nebula
and XIFI. XIFI is a federation of data centres connected to resources such
as wireless testbeds and sensor networks; its goal is to support large-scale
Future Internet trials before transfer to market. XIFI employs a federation
architecture based around web technologies (e.g. OAUTH, OCCI, and open
Web APIs). On the other hand, Helix Nebula —the Science Cloud is an initiative
to build federated cloud services across Europe in order to underpin IT-intense
scientific research while also allowing the inclusion of other stakeholders’
needs (governments, businesses and citizens).
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10.7 FIESTA-IoT Architecture

FIESTA deals with the federation, virtualization and interoperability of diverse
IoT testbeds, notably testbeds that comply with different IoT architectures,
including architectures developed by standardization bodies (e.g., OGC [44]
and GS1/EPCGlobal [22]), as well as FP7 projects (such as SmartSantander
[25]). These architectures serve application specific purposes and are char-
acterized by increased penetration in specific industries. In addressing this
heterogeneity, FIESTA attempt to map and describe IoT platforms complying
with these architectures to a general-purpose meta-level architecture, which
serves as a basis for the FIESTA virtualized architecture layer Figure 10.4. The
foundation for developing this meta-architecture is the Architecture Reference
Model [34], developed by the FP7 IoT-A project and the IERC cluster. The
current status reached by IoT-A at the end of the project (November 2013),
as far as the Architectural Reference Model (ARM) is concerned includes a
set of Models, Views & Perspectives in addition to a comprehensive set of
guidelines that explains how to use Model, Views and Perspectives in order
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to derive a concrete architecture. Part of the Guidelines is a large set of design
choices that are linked to the perspectives, i.e. linked to some qualities that the
system is expected to meet; part of those properties is system interoperability.

While the ARM provides some recommendations and tactics in order to
achieve system interoperability, this essential quality is not guaranteed when
applying the ARM to a concrete system as choices are left in the architect’s
hands. In order to boost the adoption of the ARM and make its usage easier
the IoT Forum considers that the next step is to develop specific profiles that
implement flavours of the ARM focusing on specific qualities of the system
(e.g., ability to handle specific functional or non-functional requirements such
as reliability, resilience, QoS awareness).

10.8 Conclusions

Fiesta has advance the state of the art in different directions, relevant activities
are on-going work but most of the progress related with design, architecting
and implementation have been completed and reported, in the various public
documents, in this chapter we summarize the relevant contributions in the
different relevant areas where FIESTA has work so far.

FIESTA Federation: Currently, there is no easy way to carry out experiments
across a range of IoT facilities without having deep knowledge in sensor
networks technology, communication technologies and platform configura-
tion. FIESTA has opened up this space to provide a richer experimentation
space that appeal to a wider range of experimenters (both in industry and
research). Existing federation technologies are typically heavyweight in the
effort required to add and control testbeds; in the case of OMF an experimental
controller needs to be integrated with the facility so that standard conformance
is achieved. While standards solve integration problems they often do so
in a way that hinders long term sustainability (detracts new joiners)—new
IoT testbeds must be able to quickly come and go as new technology trends
emerge. FIESTA’s approach to federation, built up semantic interoperability
technologies and the meta-cloud infrastructure to provide novel methods to
ensure that testbeds can be integrated in a lightweight manner and ensure that
sustainability is not hindered.

FIESTA Architecture: Since 2014 the IoT Architecture Reference Model
(IocT-ARM) sustenance and profile work is taken care by the WG “Technology
and Openness” of the IoT Forum. FIESTA have contributed to the definition
of the “Semantic Interoperability” profile based on the FIESTA achievements
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in that matter and envisages getting ARM/profile certification for some of
the “Semantic Interoperability” enablers implemented in the course of the
project. Overall, FIESTA maps several concrete architectures to the [oT-ARM,
as a means to studying and ensuring their interoperability. The testbeds to be
interconnected and virtualized in the project are the starting point for these
mappings, while additional mappings can be realized as part of open calls that
is well know ask for the federation of additional testbeds.

FIESTA Semantic Interoperability: A common limitation to all surveyed
ontologies is that they still mostly lack a very important requirement: modeling
the physics and mathematics, which are at the core of any sensing/actuation
task, as first class entities. In more detail, it is important to relate various
quantifiable and measurable (real-world) features in order to define, in a user
understandable and machine-readable manner the processes behind single or
combined sensing/actuation tasks. This correlation enables the system exploit-
ing the ontologies to have a better understanding of the sensing/actuating task
at hand and consequently better analyse its outcomes or substitute it more
efficiently if need be, i.e., if required sensors/actuators are not available, or if
the functionalities they provide do not fully satisfy the task at hand. FIESTA
deals with these interoperability issues to allow researchers to design and
submit interoperable experiments that are able to understand the semantics of
sensing and actuating tasks and accordingly to select sensors/actuators that are
suitable for executing the specified experiments. As a starting point the project
leverages the W3C SSN ontology, along with mathematical formulas intro-
duced in [28] in order to represent sensing/acting processes in a universally
accepted language (i.e. algebra). FIESTA deploy middleware implementing
such algebra over the federated testbeds, as well as appropriate mapping tech-
niques for streaming tasks, in order to allow researchers to specify experiments
based on combinations/compositions of sensing and actuating processes. From
an implementation perspective, FIESTA deploys middleware (residing at the
individual testbeds) endowing the testbeds with interoperability capabilities,
along with middleware (residing at the FIESTA meta-cloud infrastructure)
empowering discovery of IoT resources and compositions of sensing and
actuating processes from multiple testbeds.

FIESTA has progress the state-of-the-art by introducing re-usable and
common core models to describe the IoT and Cloud resources. The built
models are based on the existing and common [oT models to maximize
the interoperability among different providers and test-beds. At the design
level, FIESTA provide semantic interoperability check and validation services
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using a common portal and web services to allow service developers and
test-bed providers check and evaluate the interoperability of their meta-data
descriptions based on the FIESTA core models and also other existing common
models. The results of semantic interoperability check and evaluation gives
feedback to the semantic model designers and test-bed providers on the level
of interoperability between their resource descriptions and the commonly used
resource description frameworks. At the deployment level, FIESTA provides
wrappers and matching services to enable translation of the resource descrip-
tions from the test-beds to the FIESTA’s core models and/or other existing
common models. At the run-time level, FIESTA enables test-bed providers and
Cloud service developers to publish, query and access large set of semantically
annotated resource descriptions according to different semantic description
models and representation frameworks (i.e. using different semantic models
and also different representation formats). This enables the test-bed and
Cloud service providers and developers to test and evaluate efficiency of
different solutions and also to measure the level of interoperability between
different schemes and also to enable the resource providers to adapt common
models or use wrapper to enhance the semantic interoperability between their
resource descriptions and other resources that are described within the FIESTA
framework that are distributed over different test-beds.

FIESTA Linking and Reasoning: FIESTA have improved the state of the art
in this area by providing highly efficient approaches for efficient processing
of linked data streams typical for applications in the IoT and smart cities
areas. FIESTA’s work is based on CQELS. Based on this basic reasoning
functionality, the project provides layered reasoning formalisms at different
levels of complexity (uncertainty, nonmonotonicity, recursion) for adaptive
trade-offs between scalability and expressivity as required by experimental
applications in the areas addressed by the FIESTA testbeds.

FIESTA Federating IoT Data Streams: FIESTA has advanced the state-of-
the-art in federated processing for [oT data through enabling semantic-based
interoperability among stream processing engines using Linked Stream Data.
FIESTA enables semantically-self-described stream data items to automati-
cally travel from its point of origin (e.g., sensors) downstream to applications,
through autonomously passing through many stream engines. Each of the
stream engines might provide potential stream data for the targeted stream-
based computation that can be expressed in a standardized continuous query
language, i.e, an extension of SPARQL [57]. FIESTA also support automatic
discovery of stream data at run-time based on context represented as semantic
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links in stream data. This enables the federation of schema-free and semantic-
based data aggregation without prior knowledge about stream data format,
data schema and origins of the input stream data. FIESTA also has targeted
the provisioning for a standardized RDF-based stream protocol to facilitate
the semantic-based interoperability among the federation setting.
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11.1 Introduction

The Internet of Things will be massive and pervasive. It will impact many and
diverse application domains such as environmental monitoring, transportation,
energy and water management, security and safety, assisted living, smart
homes and eHealth, etc. Developing and testing technologies in conventional
research labs appears to be insufficient to really grasp, fine tune and validate
new IoT technologies. Moreover, an approach purely focused on technical
requirements may lead to a missed target if the end-user perspective is not
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properly taken into account. End-user acceptance is probably as much impor-
tant as technical performance, and better understanding their acceptance and
satisfaction is critical.

IoT Lab (www.iotlab.eu) is a European research project [1], which has
developed a hybrid research infrastructure combining Internet of Things
(IoT) testbeds together with crowdsourcing and crowd-sensing capabilities.
It enables researchers to use IoT testbeds, including in public spaces, while
collecting inputs from end-users through crowdsourcing and crowd-sensing. It
enables researchers to exploit the potential of crowdsourcing and Internet of
Things testbeds for multidisciplinary research with more end-user interac-
tions. IoT Lab approach puts the end-users at the centre of the research
and innovation process. The crowd is at the core of the research cycle with
an active role in research from its inception to the results’ evaluation. It
enables a better alignment of the research with the society and end-users
needs and requirements. On the other side, IoT Lab aims at enhancing
existing IoT testbeds, by integrating them together into a testbed as a ser-
vice and by extending the platform with crowdsourcing and crowd-sensing
capacities.

11.2 Approach

In order to achieve such aims, IoT Lab has researched complementary set of
technologies and approaches, including:

e Crowdsourcing and crowd-sensing mechanisms and tools, by developing
a smart phone application enabling researchers to collect real time
feedbacks from research participants. It also enables participants to share
data from their smart phone embedded sensors.

e Integration of heterogeneous testbeds together, by federating together
several European IoT testbeds located in different parts of Europe.

e Virtualization of IoT testbeds and crowdsourcing resources into a fully
integrated Testbed as a Service;

The IoT lab framework has been designed and developed bearing in mind two
key objectives:

e Enabling and supporting multidisciplinary researches;

e Ensuring privacy by design and a full compliance with European personal
data protection obligations, including the newly adopted General data
Protection Regulation.
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In order to validate the designed model, several research and experiments have
been tested, including “Crowd-driven research”.

We will now present with more details some key technological develop-
ments.

11.3 Architecture

IoT Lab platform architecture design addressed a double challenge: on one
hand, it had to integrate diverse loT-related testbeds (static, portable, mobile)
located in different regions of Europe; on the other hand, it had to integrate
smart phones with existing FIRE testbed infrastructures, thus representing a
novel approach with respect to existing crowdsourcing solutions. An archi-
tecture generation process started with the analysis of technical and end
user related requirements derived from selected representative use cases in
order to identify key platform components, their functionalities, interaction
patterns, interfaces and communication links and enable fully supported
experimentation through both crowd and IoT interactions.
At the top level key components are:

e IoT Lab Accounts Manager for the profile management of all users’
accounts, including the access control and support for incentives and
reputation

e IoT Resources Management Interface based on Fed4FIRE enablers
enabling interactions with IoT components from testbeds and smart
phones and access to collected IoT data

e Crowd Interaction Management Interface completely independent
from Fed4FIRE, that handles interaction with participants, including
editors to set up a survey, and enables access the collected crowd
knowledge data.

The architecture derivation process followed an IoT-A methodology [2] to
support interoperability and scalability and to enable use of a wide range
of heterogeneous devices and testbeds from different application domains
thus satisfying a high number of requirements. Privacy by design concept is
followed to ensure participants are requested minimal information and, that
for each research and its belonging experiments a clear description of the
required user and device data is presented.

IoT Lab architecture illustrating its federation strategy and modularity is
presented at Figure 11.1. Each individual static testbed facility uses a SFAWrap
via which the testbed resources are exposed through the Aggregate Manager.
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Figure 11.1 Overview of the IoT Lab architecture defining the federation strategy and
showing the modular architecture.

All information regarding the type of the resources, their availability and the
way of accessing and interacting with them is stored in an SQL database
acting as a Resource Directory. Access to this Resource Directory is provided
via a HTTP API. Resources that are provided in an ad-hoc manner, such as
those of portable testbeds or the crowdsourced resources via the IoT Lab
smartphone application, are registered to the system by directly accessing
the Resource Directory. This registration process is regulated by a validation
daemon. Although these resources do not utilize the SFAWrap (the wrapper is
not designed to address the ephemeral nature of such resources), they do use
the same resource description schemes and tools (e.g. RSpec documents). All
resources stored in the Resource Directory (individual and portable testbeds
and crowdsourced resources) are exposed to third party entities via a global
SFA Wrapper that wraps around the database. This way, all registered resources
are virtualized and exposed via the common interfaces of Fed4FIRE enabling
other facilities to discover them. At the end-user application layer of the
IoT Lab platform, a researcher conducting the experimenter can access all
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available resources via the IoT Lab Web page. After having been iden-
tified, a researcher can create a new research project, review and select
required resources, define the experiment and dispatch it for execution at
the back-end of the platform. During the execution of the experiment, all
collected measurements are stored in a second database, the Measurements
Database. Measurements Database is developed using MongoDB to bet-
ter address the nature of the stored information as well as their expected
big volume.

A view of deployed IoT Lab architecture is presented in Figure 11.2 [3]
illustrating all the modules and their belonging components: Account and
Profile Manager, Resource Manager, Experiment Manager, User Interface
(Web and Mobile app), Testbeds (static, portable/mobile and smartphone)
as devices, Communication components and Security and Privacy.

IoT Lab architecture represents a service based architecture for IoT
testbeds exposing all the testbed operations as services (Testbed as a Service),
enabling federation of diverse resources in a scalable and standardised way
and enabling smooth and seamless integration of crowdsourced resources.
Researchers performing experiments via Testbed as a Service can via a
common interface (Web UI) access a diverse set of resources and conduct
experiments.

The IoT Lab network architecture with all components (application,
testbeds and server) is shown in Figure 11.3. The current platform is scalable
to a considerable number of mobile and testbed resources [4]. For the average
scenario with the IoT Lab server working at 50% of its capacity, we can have
2.8 M devices connected to the platform, whereas for the testbeds 24 M devices
can be connected. Even if in a very remote use case the number of resources
reaches or exceeds the limit, the server capacity can be increased in order to
support all connections and data.

11.4 Heterogeneous Tesbeds Integration

IoT Lab brought together several pre-existing IoT testbeds from UK,
Switzerland, Greece, Serbia and Sweden, including:

e University of Surrey smart campus testbed;

e Mandat International Smart HEPIA and Smart Office testbeds;
e University of Geneva IoT testbed;

e Dunavnet EkoNet testbed of mobile environmental sensors;

e CTI in Patras IoT testbed;
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Figure 11.3 IoT Lab — network architecture with all its components.

The various testbeds were developed with distinct technologies and architec-
tures. In order to enable a proper integration of these various and heterogeneous
resources together and to enable end-to-end interconnection, the consortium
opted to leverage on IPv6 as a network integrator. It leveraged on IoT6
European research project results [5] and initial attempts to enable IPv6-based
testbeds integration between Europe and China [6].

An important challenge was related to the diversity of compliance levels
with IPv6. Being distributed cross various countries, the corresponding ISP
services offer was uneven too. We ended up with four distinct testbed profiles in
terms of network configurations and connectivity,- all to be integrated together.
The Figure 11.1 details the various cases:

e Case A — Local IPv6 integration, including with non-IP IoT devices:
In this case, the ISP constraints were avoided through a direct integration.
However, the testbed included both IPv6 and non-IP IoT devices, using
communication protocols such as KNX, ZigBee, EnOcean, BACnet and
others. In order to integrate these heterogeneous devices, a UDG proxy
has been used to generate consistent and scalable IPv6 addresses to the
legacy devices.

e Case B — Remote full end-to-end IPv6 compliance:

In this case (TB-B), the testbed integration was achieved through end-
to-end IPv6 integration, including 6LoWPAN end nodes directly parsed
into IPv6 addresses.
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e Case C — Remote IPv6 testbed through IPv4 ISP access:
In this case (TB-C), in order to overcome the lack of IPv6 connection at
the ISP level, the testbed integration has been performed through v6 in
v4 end-to-end tunnelling, with a very limited latency impact.

e Case D — Remote IPv4 testbed:
Finally, one of the testbed was fully and exclusively IPv4 based (TB-D).
In this context, we decided to use a UDG proxy on the server side to map
IPv6 addresses on top of the local IPv4 addresses.

The address definitions across the testbeds were maintained consistent by
clearly separating the management of the Host ID on one side (IoT address)
from the Network ID (Testbed address). This simple approach resulted in
a consistent and highly scalable model, enabling the Testbed as a Service
(TBaaS) to use a fully integrated and homogenized addressing scheme,
including with mobile devices.

Another challenge was related to the heterogeneity of communication
protocols used in some of the testbeds. In order to overcome this challenge, [oT
Lab leveraged on the Universal Device Gateway (UDG) [7], a multi-protocol
control and monitoring system developed by a research project initiated in
Switzerland. It aimed at integrating heterogeneous communication protocols
into IPv6. The UDG control and monitoring system enables cross protocol
interoperability. It demonstrated the potential of IPv6 to support the integration
among various communication protocols and devices, such as KNX, X10,
ZigBee, GSM/GPRS, Bluetooth, and RFID tags. It provides connected device
with a unique IPv6 address that serves as unique identifier for that object,
regardless its native communication protocol. It has been used in several
research projects, including by 10T6, where it has been used as an IPv6 and
CoAP proxy for all kinds of devices.

In IoT Lab, the UDG platform has been used as a locally deployed proxy
in the local testbed (TB-A in the Figure 11.4) and as a cloud-based proxy
in some other cases (TB-C and TB-D in the Figure 11.4). However, for
communication protocols which are non-compliant with the Internet Protocol,
a local deployment was required.

11.5 loT Lab Smart Phone Application

IoT Lab intends to put the end users in the centre of research and innovation.
It required the development and introduction of a tool that offers ubiquitous
and seamless interaction capabilities with the crowd participants. A specific
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Figure 11.4 IoT Lab IPv6-based network integration representing the four main testbed
profiles.

IoT Lab smart phone application was developed, which can be installed to all
the devices that run Android OS 4.1.1, or later.

Ensuring a user-friendly interface with a state of the art user experience
led to focus on the user experience and feedbacks with iterative adaptations
and fine tuning during the project. Moreover, frequent updates made sure that
all the found bugs were solved, as well as, the provided functionalities were
optimised constantly.

Smart Phone Application Functionalities

The mobile smart phone application provides a set of functionalities that are
described below:

e Add idea: through a limited number of steps, any user can be part of the
platform and express a new idea. The predefined options help make this
process faster and users more keen to use it.

e Rank idea: every user can see and rank the aforementioned proposed
ideas. By selecting one out of the list of all the available, the user can see
more information about it and rank it using the provided tools.

o Available researches: IoT Lab application is, among others, a tool for
crowdsourcing and crowdsensing. Hence, it can be used during ongoing
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researches. A user can see all the available researches, browse them, and
learn more about each one of them. If he/she wishes to join one of them,
it can be done by simply clicking the equivalent button.

o Surveys: Experimenters can push surveys to all or to a set of participants
in the context of a research. The user can access them through the
application and fill them whenever he/she wishes to do so.

e Update location: our tool provides a functionality that updates mobiles’
location by scanning a QR code. This is used during researches that need
fine grained location updates.

e Map: IoT lab application can display all the resources of our platform on
an anonymised map. This helps the users to visualise the magnitude of
our project and feel part of the community, without having any privacy
issue.

Additionally, each device that runs our application can be potentially used
as a multi-purpose sensing mote. In order to do that, the user/owner of the
device can to explicitly allow the application to make the embedded sensors
of the device available to future researches, or to manually join a research.
Moreover, since IoT Lab was designed with respect to users’ privacy, each
time one’s device is about to be exploited in a crowdsensing scenario, multiple
notifications are sent to the device informing about the ongoing background
tasks. More about the IoT interactions and experiment composition will be
presented in the next section of this chapter.

Crowdsensing Using loT Lab Application

Crowdsensing takes place as a part of an ongoing research. As described in the
previous section, a device can be manually or automatically assigned to one
research according to user’s settings and configuration. The background mech-
anism that sets crowdsensing to work is Google Cloud Messaging (GCM).

Protocol Selection

Before digging more into the steps that need to be taken during a crowdsensing
experiment, it is important to present the reasons that led us to the selection
of the used IoT communication protocol. The deciding factors were

e computational requirements,
e bandwidth usage,

e scalability,

e robustness,

e support from the community.
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MQTT is a lightweight-by-design IoT protocol that is widely aligned with our
system requirements, and was the other candidate except GCM. IBM claims
[8] that in real life scenarios we can preserve 4.1% energy per day, just by
switching from HTTPS to MQTT. Additionally, there is a plethora of free
brokers that can numerous active connections at all time. Finally, the Eclipse
community hosts and supports the MQTT project over the past years.

On the other hand, GCM is a service created and provided by the IT
giant, Google. With a dedicated community ready to answer and tackle all
the emerged problems, GCM was a great candidate. Moreover, GCM is not
limiting the number of active devices.

Both protocols were selected after reflecting the type of communication
needed between the devices and the back end. Due to their nature, smartphones
donot have a static IP. Hence, we were troubled by the need to be able to access
specific devices from the back end. MQTT and GCM offer mechanisms that
handle message delivery.

We chose GCM other approaches, as it is open source, scalable, free for a
big amount of users, and is optimised in terms of energy consumption during
idle states. Additionally, all the back end support is handled by Google itself
and we do not need to do any more provisioning.

Mobile Crowdsensing

Google Cloud Message carries JSON messages that can be easily modified
and are used in order to send sensing triggers to a specific, or a set of mobile
devices. An example of such a message is displayed in Figure 11.5.

As presented if Figure 11.6 bellow, the steps that take place during a
crowdsensing experiments are the following:

e Back end sends a notification to all the devices that are about to partici-
pate in the crowdsensing experiment. The notification is delivered using
the GCM.

e After a period of time, the crowdsensing loop starts.

e A sensing trigger is pushed to the mobile phone using GCM.

e When the trigger is received, the OS is responsible to “wake up” the IoT
Lab application.

e [oT Lab application analyses the sensing request and samples the desired
measurement.

o The measurement is stored to the [oT Lab database using the appropriate
APL



334 Combining Internet of Things and Crowdsourcing for Pervasive Research

Trigger Sensors
JSON description=,
action=,
message= |ocation,
title=
}

Figure 11.5 A sensing trigger message.

loT Lab Backend CMm Smartphone Database

i
Experiment notificationy!
L4

: Experiment notification

i i

I I

I I

I |

I I

A/ 1

r L4l |

| | i

: i | User is notified| |

I I I

I I I

loop | [: Crowdsensing experiment] : :

1 I I I

! Sensing Trigger s : :

i " | |

i 1 Sensing Trigger N i

i | 4 |

I I I I

: : i | OS wakes up| |

i i | |

i i i Sensing Data ;:

1 | r L

i i E i
loT Lab Backend cMm Smartphone Database

Figure 11.6 Sequence diagram of the Crowdsensing steps.

11.6 Testbed as a Service

The IoT Lab platform federates a variety of resources, ranging from static IoT
devices to mobile phones. The role of these mobile devices is twofold: they
can function as multi-purpose sensing motes (i.e., using accelerometer, GPS,
luminosity) or as a source of interaction with their owners. From the above we
can distinguish the two kinds of experiments: The first one with IoT devices
either mobile or static and the second one involving the owners of mobile
phones. These experiments are realised through IoT and Crowd Interactions
functionalities.
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loT Interactions

In IoT interactions the experimenter is provided with a list of available
resources that he can view and reserve for their experiment. After the experi-
menter chooses and reserves the desired resources, he/she is prompted to the
experiment composition module. In the background, an XML schema called
RSpec is used to transfer the information regarding the resources reserved
between the reservation module and the experiment composition module
along with some meta-information on the experiment itself; e.g. duration
and period of execution, human readable description of the experiment, etc.
This information is incorporated in the RSpec document via tags such as
the <research id> tag, that provides the id of the parent research of the
experiment to be composed, the <experiment title> tag which provides
the title the experimenter has given to the experiment to be composed
and the <experiment desc> which provides a short description of the
experiment.

Experiment Composition

The experiment composition module receives this information and provides
a simple but powerful mechanism with which the experimenter can define
the details of how resources will be used in the context of “If This Then
That” (IFTTT) scenarios. The final experiment consists of a set of these
scenarios.

The experiment composition module allows the experimenter to set the
following actions:

e Get a value from specified resources. The frequency of the reading
request is set in minutes or hours and includes one or more resources.
The resources must be of type “sensor” and must be included in the
experiment before the experimenter enters the main composition mod-
ule. This action is called “reading”. As an example, a reading can be
“Get a value from sensor 1 every 5 minutes between these 2 dates
and times”.

e Set a condition. A condition can be the average, absolute, minimum or
maximum value of one or more resources being greater, equal or lesser
than a set value. In the case of multiple resources a logical operator can
be set. An example of a condition can be “The maximum value of sensor
1 OR the maximum value of sensor 2 to be greater than 5”.
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e Set an outcome. An outcome is an action that can be taken. This action is
either to take more measurements from sensors or to actuate an actuator.
Outcomes also include a logical operator in case there is more than one
conditions. An example of an outcome could be “Actuate actuator 1, if
all conditions are met (with logical AND)”.

¢ Define an action. Actions are combinations of conditions and outcomes.
Actions are set in an “IF-THEN” form in order to clarify their meaning.
An example of an action can be “IF conditionl AND condition?2 are true
THEN perform outcome 1”. The logical operator AND is actually defined
in the outcome and not in the conditions, as specified above.

After the experiment scenario has been defined, it is dispatched to the execution
module. The scenario is described in an XML schema called Experiment
Description XML schema (ED XML). The Experiment Description XML
defines a parent tag <experiment> </experiment> that encloses all other
elements. The <measurements> tag defines the measurements database server
information along with the <ip> and <port> sub-tags inside it. The next tag is
arandom identifier tag. This is generated during the ED creation randomly and
is used to uniquely identify the experiment description. The tag that provides
this identifier is the <identifier> tag.

Readings are included in the <reading> tag. Inside this tag, a
<frequency> tag with a “unit” property defines the frequency of the reading
while <start> and <end>> tags define the start and end of the readings period
for the specified reading. The <resources> tag then defines which resources
have to be probed for a reading every time it’s needed. These are defined

LT3

using <id> tags that include properties “component”, “resource id”, “port”,
“ip”, “protocol” and “path”. The combination of these properties allows the
execution engine to identify and reach the resources directly.

Actions are defined using the <action> tag. These include <conditions>
and <outcome> tags. The <conditions> tag include the aggregation
and logical operations as a tag and property respectively (e.g. <average
logic="and”>). Inside this tag, the resources are defined using an <id> tag
and also the threshold is defined using a <threshold> tag. The <outcome>
tag includes a property for the logical operator and inside the tag, resources are
defined (either sensors or actuators) using <id> tags as above. An example
of an ED XML is shown in Listing 1.1 in the Appendix.

Experiment Execution

When an experimenter finalizes the definition of an experiment at the
Experiment Composition module, an Experiment Description XML document
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is created which is transferred to the Experiment Execution module which
proceeds in parsing it and finding all necessary information in order to start
running the Experiment.

Atfirst, the research ID, the experiment title and the experiment description
are identified and posted as a new ‘research’ entity in the Resource Directory
database. As already described, the Experiment Description XML document
contains a number of readings and action tags. Each of these tags will spawn
a new celery job to handle their tasks.

Each reading tag has several resources with their contact information and a
frequency with which they are to be read. Every one of those readings, spawns
a celery task tasked with obtaining the measurements from the resources in
the time and with the frequency specified by the experimenter. When the
time to obtain measurements comes the task creates a new task responsible
for the next set of measurements. When the measurement comes, a new
task responsible for the action tag will be called. Inside the actions tag
there are a number of tied conditions and outcomes. Their information is
parsed and summarized in two lists: one for the conditions called condition-
sList and one for the outcomes called outcomeList. A task for the function
called conditionChecker(), with the two aforementioned lists as parameters
is called after the resolution of each reading tag. This task, will evaluate
the logic of conditionsList as specified in the Experiment Description XML.
If it is evaluated to ‘True’, then the outcomes from outcomeList will be
executed.

Crowd Interactions

In Crowd interactions the experimenters ask for inputs from the smart-
phone users through surveys and questionnaires (Figure 11.7). The surveys
are constructed using LimeSurvey which is integrated within our platform.
The process of filtering and selecting the user in order to engage him/her
in the specific research includes the following mechanisms available through
the architecture: survey queries, survey lists, geofencing and project code.

Survey Queries: A query is a mechanism that allows the experimenter to
filter crowd users in a meaningful way in order to select the users needed
for the post of a mobile query. The filtering function is based on the socio-
economic profile of the user which they voluntarily include during anonymous
registration through the mobile app. The query is defined and then saved in
the experimenter’s profile so that it can be easily reused in the future, which
makes it a very powerful tool as the crowd users constantly change in number
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Figure 11.7 Crowd participation in TBaaS.

throughout the architecture’s lifetime. Queries, although static themselves,
provide dynamic results in the form of sets of users that fit the set criteria.

Survey Lists: Every time a query is used, an up-to-date list of crowd users
that meet the query’s criteria is presented. The experimenter then has the
opportunity to select individual recipients to form a survey list. A survey list
is a static list of survey recipients that is used to send a survey to the mobile
devices recipients. The content of the user list is anonymous and only social
and economic data are associated with each entry. When the final survey list
is compiled, it is saved under the experimenter’s profile and can be used
as the destination list in which to post a survey. A special case of a survey
recipient list is the “all users” static list which includes all available users of
the architecture.

Geofencing: Geofencing refers to the experimentation activity in which it is
possible to setup a virtual perimeter on a real world geographic area and utilize
this perimeter for determining if a mobile resource enters the area defined by
the perimeter, exits such an area or is located inside or outside this area. This
could be achieved, for example through the use of the GPS sensors, which are
usually available on modern smartphones.

Project Code: A project code is a mechanism that allows the experimenter
to advertise an experiment (e.g. through social media) and select all the users
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that responded to his call. It allows both the filtering of crowd resources as
well as creating a survey list.

11.7 Virtual & Modelled Testbeds

In order for research in networks and systems to be conducted in a systematic
way, there is a need for environments that will provide the necessary control
and tools for designing and conducting experiments with the aforementioned
attributes. Such integrated environments are called testbeds; i.e., facilities
particularly designed for conducting scientifically correct experiments in order
to test analytic results, computational tools, architectures and technologies.

Typically, testbeds are developed with a focus on a particular class of appli-
cations (e.g. wired networks, IoT systems, etc.). Apart from the development
of the system under study per se, auxiliary components are also developed
in parallel that help define the parameters of the experiment and monitor
the operation of the system. Typical examples include tools for automatic
reconfiguration of the system architecture (e.g. selecting a specific sub-set of
the resources), automatic definition of parameters such as generated volume
of data, on-line monitoring of the operation of the system and data collection
for post-experiment processing. Such toolsets standardize the experimenting
process and alleviate a great burden from the researchers thus helping them
focus on the actual research.

However, despite their great advantages, testbeds also pose limitations on
experimental research. The way a testbed is designed and developed designates
(sometimes to a significant extent) the way experiments can be conducted and
therefore may greatly affect research. The hardware that is being used, the
size and the architecture of the testbed are indicative factors which have great
effect on experiment design. For instance, a facility may be focusing on IoT
applications (e.g. use case scenarios for smart rooms) and can be equipped
with specialized hardware for monitoring energy consumption. On the other
hand, it may provide limited support for developing and evaluating low power
routing algorithms.

In this context, software-based facilities can be used in order to allevi-
ate such restrictions. An existing physical testbed can be qualitatively and
quantitatively extended with the aid of software-based facilities. [oT Lab has
identified and investigated two different classes of such facilities. On one hand
virtual testbeds, which quantitatively augment a physical testbed via emulated
nodes, and on the other hand modelled testbeds which qualitatively extend a
testbed via specialized simulation software.
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Virtual Networks as Testbeds

Sometimes, the need arises for a physical testbed to be augmented quantita-
tively, but the physical resources are limited and cannot be easily extended on
demand. In order to address such cases and provide the facility providers with
a higher degree of agility, IoT Lab has proposed a method for augmenting an
existing physical testbed with virtual nodes. Of course, the proposed method
is not generic and does not apply to any kind of testbed facility. Following the
thematic scope of IoT Lab, the proposed method addresses IoT experimenting
facilities with a focus on studying use case scenarios (e.g. instead of evaluating
networking algorithms and protocols)

In this method, the Cooja network simulator is used, which is an actual
compiled and executing Contiki system available also in its latest release of
3.0. The advantage of this system is that Contiki is compiled for the native
platform as a shared library which is then loaded into Java using Java Native
Interfaces making the system fully compatible with physical resources running
the same Contiki code. Apart from the fact that the simulated resources do not
actually sense the environment and are not physically placed in the same
space as their physical counterparts, the resulting resources are identical to
the physical ones, running the same firmware and interfaces.

The simulated nodes form a virtual network which communicates with the
provider’s gateway. The gateway then exposes the virtual network to the rest
of the IoT Lab platform using the same methods and interfaces as the physical
nodes. This allows for the experimenter to discover, reserve and utilize them
using the standard IoT Lab interfaces and processes, thus augmenting the
testbed and extending the availability of resources as needed.

When advertised to the IoT Lab platform, the simulated resources are
marked as virtual so as to be identifiable from the experimenters, who will
choose whether they want/need to use them along with the actual physical
resources. The pool of simulated resources is predefined for each testbed and
each resource is utilized only when needed. This choice is made in order to
mitigate any potential issues regarding the stability of the provider’s gateway
and the quality of service provided to the experimenters. The size of the pool
of the simulated resources depends on the capabilities of the gateway and is
to be decided by the provider.

The simulated resources report sensor values by either taking into account
only other simulated resources in the system (isolated simulation environment)
or by being interlaced with physical resources of the same provider. These
resources will be interlaced with the physical resources of the testbed in the
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sense that the sensor values reported by the simulated nodes will be extra-
polated from the values measured by the physical motes. The extrapolation
will be based on their relational (virtual) position in the space of the modelled
testbed.

Modelled Testbeds

Some of the restrictions posed by testbed facilities come from the limited
number of available resources (e.g. sensor motes) as well as the usually fixed
positions of the resources in the area of deployment. In a typical physical IoT
testbed adding more resources or changing their topology may not be so easy
(either due to lack of hardware or due to configurations needed). In an effort
to mitigate such issues IoT Lab studies modelled testbeds.

In this study, modelled testbeds although operating and heavily relying on
software, are tightly connected with existing physical testbeds; both in terms of
semantics and in terms of operation. This way, the benefits coming from both
solutions are combined. On one hand, physical testbeds provide the desired
level of realism — an issue that commonly emerges in simulation studies — and
on the other hand modelled testbeds provide the desired agility and ease of
deployment. The modelled testbed contains data on which physical resources
are taken into consideration as well as which virtual resources were created
in its context (virtual resources created in the context of a modelled testbed
are not shared or used along with resources of other modelled testbeds). In
terms of semantics, a modelled testbed is connected to the physical testbed
it models. So, it also maintains data on the physical space of the modelled
testbed in the form of building topology data.

Regarding physical resources, these are described in the Resource Specifi-
cation XML (aka RSpec) along with the paths needed for them to be accessed
and serve measurement queries. A similar mechanism is provided for the
virtual resources of a modelled testbed in the form of a Virtual Measurements
Interface. This interface provides paths to be used by the experiment execution
module of the [oT Lab platform for each virtual resource that is contained in
a modelled testbed. Behind the scenes, it also calculates the measurement
values that the virtual resources return as a response to measurement queries.
These responses are based on the real measurements obtained by the physical
resources as well as their relative placement in the 3D space.

As an indicative example, consider a modelled testbed modelling a given
IoT testbed, which is equipped with several environment sensors (ambient
luminance, temperature, relative humidity, etc.). An experimenter spawns
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a new virtual temperature sensor, in the context of this modelled testbed,
and places it in between two other temperature sensors which correspond to
physical sensor motes in the physical testbed. When queried, the sensor values
that the virtual sensor will report, will be a function of the real values measured
by the two physical sensors. For instance, this function can be defined as the
weighted average of the two real measurements with respect to the distance
among the sensors. The actual form of this computing function can vary
and therefore, can be defined by the testbed owner. We also investigate the
possibility of each modelled testbed to support several such functions and
give the ability to the experimenter to freely choose among them. The specific
forms of the function could include several types of average (in terms of central
tendency) depending on the relative distances and number of neighbouring
physical resources of the same sensory type and could be weighted depending
on several other topology data, such as walls blocking direct line-of-sight
between physical and virtual resources.

11.8 Privacy by Design

IoT Lab is deeply committed to respect and embed privacy and personal data
protection. The whole platform is designed and developed with a “privacy
by design” approach. The privacy and personal data protections are part of
the project’s requirements and are impacted the platform architecture, as well
as the technologies used. Any data collection is based on the prior informed
consent of the users and the potential use of personal data will be fully in line
with the European directives and regulations.

The European Personal Data Protection Norms

Personal data protection is a fundamental requirement and objective of IoT
Lab. The project committed to align and fully abide to the European personal
data protection norms. It voluntarily decided to align with the newly adopted
General Data Protection Regulation (GDPR).

According to the GDPR, article 4, ““personal data” means any informa-
tion relating to an identified or identifiable natural person ( ‘data subject’); an
identifiable natural person is one who can be identified, directly or indirectly,
in particular by reference to an identifier such as a name, an identification
number, location data, an online identifier or to one or more factors specific
to the physical, physiological, genetic, mental, economic, cultural or social
identity of that natural person;”
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In its recital 26, the GDPR states that: “The principles of data protection
should apply to any information concerning an identified or identifiable nat-
ural person. Personal data which have undergone pseudonymisation, which
could be attributed to a natural person by the use of additional information,
should be considered to be information on an identifiable natural person. To
determine whether a natural person is identifiable, account should be taken
of all the means reasonably likely to be used, such as singling out, either by
the controller or by another person to identify the natural person directly or
indirectly. To ascertain whether means are reasonably likely to be used to
identify the natural person, account should be taken of all objective factors,
such as the costs of and the amount of time required for identification, taking
into consideration the available technology at the time of the processing and
technological developments.”

The same recital highlights that: “The principles of data protection should
therefore not apply to anonymous information, namely information which does
not relate to an identified or identifiable natural person or to personal data
rendered anonymous in such a manner that the data subject is not or no longer
identifiable. This Regulation does not therefore concern the processing of such
anonymous information, including for statistical or research purposes.”

The Dilemma and the loT Lab Approach

The main dilemma in IoT Lab Privacy policy is between complete end-
user controlled process and the scope of the platform to serve and support
researches. On the one hand, the project intends to maximize personal data
protection. However, if users can modify/delete the provided data, it will
impact and change a posteriori the results of the research, which is a real
problem for the researchers that are using the platform. This can be considered
as a trade-off between a complete end-user controlled process and the purpose
of the platform to serve and support researches. IoT Lab, being a research
oriented platform, is assigning the priority to the researcher. The adopted
policy will be based on clear prior informed consent mechanisms. Participants
will explicitly accept to give away experiments data, provided that they are
fully anonymized.

IoT Lab main purpose is to support the research community by providing
a tool enabling researchers to perform experiments, collect data and publish
their results, without any risk that their results may be compromised by later
modifications or manipulations. The capacity of IoT Lab to anonymize the
collected data is hence of upmost importance. By failing to do so, the platform
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should enable the participants to access, modify and delete their data at any
time. This would translate in modifying research results at posteriori. It would
be a major problem for researchers, as their published results could be later
changed by the participants’ posterior interaction.

In order to address this complex situation, IoT Lab has adopted a dual
strategy:

e JoT Lab has researched and aimed at ensuring systematic, complete and
effective anonymity of participants and anonymization of data collected
from the participants in line with Recital 26 of the GDPR. The IoT Lab
platform voluntarily intends not to know who are the natural persons
taking part in its experiments.

e In parallel, IoT Lab has developed mechanisms that enable, in case of
technology or jurisprudence evolution, to access and delete specific data
sets provided by the participants.

IoT Lab is committed to fully respect the European personal data protection
norms, and is treating other specific data sets, such as information related to the
researchers, as personal data, by enabling the non-anonymized data subjects
to access, modify, and delete their personal data, as well as to benefit from
the right to be forgotten. Moreover, the platform has adopted a very clear and
explicit prior informed consent mechanism, as well as the possibility for the
participants to control and modify at any time the data they share and provide
to experiments.

Our Strategy and Technical Measures

Based on the considerations in the previous subsections, our consortium has
taken full measures to implement applicable EU policies and good practices in
order to ensure the privacy of the data subjects who participate in experiments
with the IoT Lab platform. Our consortium has decided to adopt a privacy
protection strategy based on the following anchor points:

e Full compliance with European personal data protection norms. We
have followed the guidelines given by the EU privacy protection
legislation (e.g. EU Data Protection Supervisors, Opinion 05/2014
on Anonymization Techniques — ARTICLE 29 DATA PROTECTION
WORKING PARTY etc.) so as to be fully compliant with existing EU
legislation with regard to protecting the privacy of the IoT platform
participants.
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o Leverage on effective participants data anonymity as specified in Recital
26 of the GDPR.

e Principle of proportionality. The 10T platform will never ask from a
participant any information not directly linked to an experiment or
research conducted through the platform. This precludes the collection of
any personal information leading to the identification of the participant
as it is not directly linked with the types of experiments allowed by the
platform.

e Clear Prior informed consent mechanism. We have implemented a user
consent mechanism which is ubiquitous throughout the interactions of
a participant with the platform. At any step of the interactions where
any kind of information is send by the participant to the platform
(e.g. sensor data), a specially designed interface informs the participant
about this and asks for his/her explicit consent to perform the sending
operation.

o Sliced informed user consent: We have implemented a sliced (granular)
user consent mechanism whereby it is ensured that the crowdsourcing
tool users are timely informed about the policies of the IoT Lab for
privacy, anonymity and security when a given data processing is going
to take place.

o The right to be forgotten. Even if their data are fully anonymized, the
participants can at any time easily access their profile, modify it and delete
it. The modification or deletion of profile is immediate, and is applied
to any new data collection. Modification of deletion of profile is not
impacting previously collected data as long as these data are deemed fully
anonymized. As an additional protection and safeguard, a complementary
mechanism enables the administrator to manually give access, modify
and delete data sets according to the anonymized user ID.

® Role-based access control: an identity management scheme is imple-
mented with a role-based authentication and authorisation policy. In this
scheme, individual identifiers are assigned to all the types of users of
the platform that are used for their authentication, authorization and
management of privileges across the platform. The access rights differ
from user to user, depending on the role of the user (administrator,
researcher, participant, sponsor, charity, etc.).

o Actively ensuring that collected data from the participants are effectively
anonymized and cannot be linked to an individual. This measure enables
to treat the collected data as non-personal data from the start. However,
in order to give full flexibility and generality to the platform, we have
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developed complementary mechanisms that will enable the participants
to delete their data on request (or automatically if they wished so).

e Decreasing raw data granularity. Raw data are not personal data per
se; however, when combined with other pieces of information they may
enable the data controller to infer some detailed information on users.
Therefore, limiting raw data granularity when not necessary is a way
to prevent potential unnecessary combination of the latter with other
information relating to an individual.

11.9 Incentive Mechanisms and Model

While ensuring that end-user privacy is protected, as presented above, it
is equally important to motivate and engage with the crowd not only to
participate (initial use) but also to sustain its engagement at all times
(continued use). Thus, keeping participants motivated and engaged across
time, while accounting for their individual evolution within the system is
of critical importance for the success of any crowd-driven ecosystem whose
participatory value creation processes are driven by users (Ziouvelou et al.,
2016). Existing research in the area indicates that enjoyment, career concerns,
satisfying intellectual interest, increase of status, community support, feeling
affiliated and creating social contacts are a few of the most important motives
for crowdsourcing and crowdsensing systems (Brabham (2010), Kaufmann
et al., (2011), Nov (2007)); which vary with the type of crowd-driven
initiative.

The loT Incentive Model

In the context of IoT Lab we have placed special emphasis on the motivation
and engagement of the crowd-participants as well as on the rest of the
ecosystem stakeholders via the design of an incentive mechanism that triggers
motivation and engages user participation while accounting for the evolutional
parameter of the user within the system.

Based on our analysis of a variety of different incentive models, the most
appropriate model for IoT Lab has been found to be a “hybrid gamified incen-
tive model” that combines two key types of incentives, namely: (i) intrinsic
and (ii) extrinsic incentives, while it also includes innovative approaches that
aim to enhance both the extrinsic, intrinsic and social motives such as the
“gamification approach” (Figure 11.8). Such an amalgamation will not only
motivate users’ participation during their initial usage decision but also play
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Figure 11.8 The IoT Lab Incentive Model.

a critical role during the subsequent user decisions facilitating a continued and
engaged use of the IoT Lab system. In addition this model accounts for the
dynamic evolution of the ecosystem as well as its users via the integration
of a gamification practices that will act as an important incentivisation
scheme that will enhance user experience and will sustain their on-going
engagement.

Gamification by Design

The IoT Lab hybrid-gamified incentive model, integrates a number of
key gamification [9] techniques such as points, badges and leaderboards
(Morschheuser et al., 2016). A point-based reward system has been designed
taking into account the specificities of the IoT Lab experimentation process
for the crowd participants and the researchers, awarding points/credits for the
different actions of the users inside the IoT Lab platform.

Having adopted a “social good business model” 10T Lab will allow its
community members to allocate the points/credits collected by participating
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in the experiment to a charity of their choice, out of a list that will be provided
by the platform. This approach is based on the assumption that a research
sponsor provides a budget for an experiment, out of which a small amount
of the budget (“social revenue distribution”) will be used for the platform
maintenance and the rest will be allocated to the users so that they can in turn re-
allocate them to the charities proportionally to their point/credit distribution.
This will enhance further the intrinsic motives of the crowd participants, as
they will be contributing to a greater cause that goes beyond contributing to
emerging research.

Furthermore users will also be able to earn badges for different activities
(resulting in different levels), providing a sense of accomplishment for the dif-
ferent types of user-effort (simple/complex crowdsourcing and crowdsensing
tasks) and signify user status and progress within the IoT Lab ecosystem. In
addition, users will be able to track their performance over time and subjective
to anonymous other users of the ecosystem via leaderboards.

Finally a novel incentivisation scheme has been designed for the pur-
poses of the project. The “Reputation Scoring” (R-Score) (Figure 11.9) is
a dynamic scoring mechanism that aims to enhance the user engagement
within the platform while considering the user behaviour in a qualitative
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Figure 11.9 IoT Lab Leaderboards.
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and quantitative manner. The R-Score, accounts for the users’ overall activity
(crowd-driven research value-added) from different perspectives and asso-
ciated KPIs namely: (a) Incentive-based KPI (i.e., account for points and
badges gathered by the user, among others); (b) Crowd-driven research KPI
(i.e., proportion of proposed ideas, rate of proposed ideas, evolution of ideas
into experiment, among others) and (c) Behaviour KPI (i.e., usage history,
experiment contribution score, market assessment contribution score, among
others). As such the R-score facilitates a different rewarding that encourages
users on-going contribution. The R-score based rewards will be provided to
the top 5% of the users with the highest R-Score: (i) Social rewards: Top
Contributor Reward & Badge and (ii) “Good-cause” reward: Distinct badge
and ability to do select the charity of their choice to receive part of the IoT
Lab donations that will be allocated to the user.

11.10 Examples of loT Lab Based Researches
Energy Efficiency

An energy saving scenario is being run in the University of Patras. The end
goals are to monitor the energy consumption, to automate the lighting and
climate and to save energy. The scenario uses static and crowd lent IoT devices
together with surveys, as a way to learn the crowd’s opinion. The first step is
to monitor the energy consumption. Then a group of crowd users using project
code is created and a message is sent, informing them about the experiment and
their role in it. The research requires passive light measurements from their
sensors as well as opportunistic ones for their location within the building.
These values determine whether or not the lights and air-condition will be
turned on or off. Follow up questionnaires determine the user’s satisfaction
and the need to read just the parameters of the experiment. Key challenges are
the need to engage the crowd with a strong suit of incentives and to optimize
the environmental parameters (i.e., light and cooling) of the space while trying
to maximise energy saving.

Smart HEPIA

A smart building testbed infrastructure has been deployed in the HEPIA
building of Geneva, a branch of the University on Applied Sciences Western
Switzerland. The testbed enables to monitor and interact with two floors of
the building. It includes temperature, light, humidity and presence monitoring,
energy metering, as well as actuation on heaters, blinds and lighting system.
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The testbed has been integrated to the IoT Lab platform and is used with a
dual purpose: to support education of ICT engineers and to support research
activities.

The Smart HEPIA deployment is used to research new solutions for
improving energy efficiency of the building. Students are using the IoT Lab
testbed as a service to experiment and measure the impact of various algorith-
mic solutions. The project is closely followed by the local authorities, which
have designed the building as a reference one for future energy optimization
strategies in all publicly owned constructions.

Brewery

In cooperation with the Brewery of Heineken Group at the industrial area of
Patras (Greece), a use-case scenario that uses the IoT Lab platform runs at the
department of New Cellars of the factory (Figure 11.10). The end goal of this
use-case is to show the ability of the IoT Lab platform to serve as a useful tool
for the industrial community to implement [oT technologies in their Factories
and use their equipment as a service. Via this use-case it is able to achieve
energy saving in satisfactory levels for the energy managers of the factory

Figure 11.10 Heineken factory in Patras, Greece.
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and at the same time to provide the optimal conditions for the employees, the
production and the equipment.

In this application, there are sensors to monitor the ambient conditions in
this department (light level, temperature and humidity) in accordance with
the use of it by the employees by taking in account the human presence
(PIR sensors). Also actuators are connected to the electrical panel of the
lighting system which can control the lights of this department. Moreover, the
energy consumption from the lighting system of this department is measured
from energy meters that are connected to the IoT Lab platform and their
measurements are provided to the platform as resources.

All these sensors and actuators are provided as resources over the IoT Lab
platform to the key operator of the department. Then the energy manager of
this department, composes via the IoT Lab platform the appropriate scenario
for the lighting system to be adapted automatically and provide the light level
that is needed at any time with no energy wastage.

Also depending on the readings from the sensors, the energy meters and
the actuators, it is possible for the platform to send a notification to the key
operator as an alarm (in case of conditions out of limits) or a report (with
aggregated data).

The key challenges of this use case are

o to develop the wireless sensor network in an industrial environment with
many restrictions because of the hard nature of this environment

e to assure that the platform is robust enough to guarantee stable operation
of the system to provide safety, good quality of service and ease of use
for the employees

e to achieve a good level of energy saving that makes the use of Iot Lab
platform a sustainable solution in real applications for energy saving.

EkoNet Novi Sad

Measurement of the air quality represents an important aspect of quality of
life in the cities, as well as for running responsible operations in different
industries.

ekoNET portable testbeds [10] composed of low cost sensor based moni-
toring devices (EB800/RPi800) enable a real time monitoring of the air quality
(gas and particle sensors, sensors for air pressure, humidity, temperature and
noise measurements) in urban and rural areas and they can be deployed
either indoor or outdoor. Advantages include high mobility and portability,
easy installation, cheaper sensor technologies and a better utilisation of data.
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Each device includes a GPS module for location and GPRS mobile network
interface for data transfer.

The ekoNET solution with portable testbeds is integrated within the IoT
Lab platform providing a description of all resources to IoT Lab database and
enabling the access to measurements from EkoNET sensors via web service.
ekoNET devices are deployed at several locations in Serbia including Novi
Sad city buses (MobiWallet Serbian Pilot [11]), several schools in Belgrade
(CitiSense project [12]), and an open pit mine in Serbia as well as at test sites
in Australia and Canada.

The IoT Lab platform with an integrated ekoNET solution represents a
valuable tool for setting up and deploying the use cases to address the air
pollution in smart cities enabling collection of the people’s perspectives and
subjective feeling about the air quality as well as allowing the crowdsourcing
of opinions to tackle the problem and propose solutions for reduction of air
pollution.

The use case, set outdoor, in the city of Novi Sad, combines geo-localised
environmental data collected by the bus mounted ekoNET devices with geo-
localised inputs from the crowd on perception of the air quality and their
happiness level collected through a simple survey all via IoT Lab platform. It
explores the correlation between the crowd happiness level and environmental
conditions taking also into account the crowd socio-economic profile. Results
obtained through this use case will benefit the local administration to reduce
the air pollution in the city. As part of incentive scheme each completed survey
will contribute towards a small donation to local charity thus making a step
forward towards the happier city.

Similar use case is planned for schools to explore relation between air
quality in schools and satisfaction, performance and behavior of pupils.

11.11 Conclusions

IoT Lab has been successful in developing, testing an using a new experimental
infrastructure combining IoT and crowdsourcing. It is supporting a triple
paradigm shift:

Extending loT Research to End-users

Traditional IoT-related experiments are usually focused on the technical
features and dimensions of IoT deployment. However, due to its ubiquitous
and pervasive dimension, the IoT will require more and more end-user
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perspective to be taken into account. IoT Lab enables researchers to extend
their experiments to this fundamental dimension: how are solutions accepted
by end-users, where and what value they perceive in a given deployment, etc.

Enabling More Pervasive Experiments

IoT Lab enables the researchers to perform experiments in all sorts of envi-
ronments, including among others smart buildings and smart cities. A set of
initial experiment has started to assess the potential of [oT and crowdsourcing
to assess the level of smartness and sustainability of any city. This work is a
direct contribution to the ITU Focus Group on Smart Sustainable Cities [23].
In other words, IoT Lab enables research to leak outside of traditional labs by
exploring IoT deployments in real environment with real end-users providing
real time feedbacks.

Crowd-driven Research Model

Finally, IoT Lab is enabling and testing a new model of crowd-driven
experiments. The key concept is to enable anonymous participants (the crowd)
to suggest research topics and to rank them. According to the results, the
favorite ideas will be proposed to researchers for selecting and implementing
some of them. The results are expected to be shared with the participants (the
crowd) in order to get their inputs and their assessment of the generated results.
The idea is to explore the potential of a bottom-up research model on the IoT
based on crowdsourcing and closer interactions between the researchers and
potential end-users as illustrated in Figure 11.11.

K CROWD RESEARCHERS \

o’
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Figure 11.11 Crowd-driven Research Model enabling anonymous end-users to trigger and
drive experimentation process in cooperation with researchers.
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A non-for-profit association has been established to jointly maintain the
IoT Lab platform and make it available to the research community. The
platform is also supporting new research projects, such as F-Interop, which is
developing online testing tools for the IoT.
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12.1 Introduction

OpenLab was an instrumental project, delivering OneLab, the first heteroge-
neous federation of testbeds open for services on August 2015 and having
served hundreds of users since.

OpenLab brought together the essential ingredients for an open, general
purpose, and sustainable large-scale shared Future Internet Research and
Experimentation (FIRE) Facility, by advancing early prototypes of this Faci-
lity. Its main goal was to advance the community by pushing the envelope of
a more mature facility, targeting user interface, control and experimentation
planes for highly heterogeneous testbeds as well as monitoring and first line
support tools. It brought together the most experienced experts and teams in
a 3 years project.

The early prototypes, coming from former FIRE initiatives OneLab and
Panlab, as well as other valuable sources, included a set of demonstrably
successful testbeds: Planetlab Europe, with its 150 partner/user institutions
across Europe; the NITOS and w-iLab.t wireless testbeds; two IMS telco
testbeds for exploring merged media distribution; the GSN green networking
testbed; the ETOMIC high precision network measurement testbed; and
the HEN emulation testbed. Associated with these testbeds were similarly
successful control- and experimental-plane software. OpenLab advanced

355
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these prototypes with key enhancements in the areas of mobility, wireless,
monitoring, domain interconnections, and the integration of new technologies
such as OpenFlow. These enhancements are transparent to existing users of
each testbed, while opening up a diversity of new experiments that users
can perform, from wired and wireless media distribution to distributed and
autonomous management of new social interactions and localized services,
going far beyond what can be tested on the current Internet. OpenLab‘s
interoperability work brought FIRE closer to the goal of a unified Facility and
provided models that were promoted to the Future Internet PPP. Finally, the
project, through two open calls, supported users in industry and academia,
notably those in FP7 Future Internet projects, who proposed innovative
experiments using the OpenLab technologies and testbeds. Besides supporting
users with a single portal and authentication mechanism, providing a direct
access to their preferred testbeds, It opened an avenue for radically new needs
covering the so-called verticals (smart cities, industrial Internet, transporta-
tion, environement, e-Health where several heterogeneous technologies have
to be combined in a single experiment. This is a unique feature that is brought
to the experimenters by OpenlLab/OneLab.

12.2 Problem Statement

Experimentally-driven research is key to success in exploring the possi-
ble futures of the Internet. An open, general-purpose, shared experimental
facility, both large-scale and sustainable, is essential for European indus-
try and academia to innovate today and assess the performance of their
solutions.

These were exciting times for those involved in creating new computing
and communications applications, exploiting new technologies, and in seeing
the world we live in change with the results. OpenLab aimed to play a key
role in making these changes happen, and making Europe the hub for these
changes.

Since computer applications now reach the home, the automobile, and
the street, they go beyond making business and government services more
efficient, and now form part of our social fabric. New ideas that start at the
edge of the Internet, or of the telecommunications network, do not wait to
be carefully deployed, or “rolled out” by industry, but are instead pulled
out by users from App Stores, to be tried at modest or sometimes zero
expense. However, their ultimate success or failure often depends on how
well the infrastructure supports their requirements for interactivity and the
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responsiveness with which the network as a whole delivers the data and rich
media that the users expect and now require. To a greater extent than ever
before, the usability and naturalness of an application controls its fate. That
was a time in which the portfolio of testbeds developed through the Future
Internet Research and Experimentation Initiative (FIRE) could have a major
impact.

A second area in which the creation of new computer applications and
the businesses that they support was changing rapidly was the Cloud. New
services were developed and then deployed to businesses only as they were
needed. The results were a promising source of growth for business of
all sizes.

At the same time as we are seeing a wealth of services being deployed
in data centres, we are seeing an ever-wider distribution of data generation
and storage. Computing devices are getting smaller, giving impetus to an
increasing use of data input by cameras, sensors, and crowd-sourcing from
cell phones and vehicles. Local data storage is cheap, whereas communications
are expensive and still slow, so we expect an increasing fraction of the world’s
information to remain close to where it is first captured and reduced to
analyzable form. However, once made analyzable, these local, managed pools
of data can be accessed and used from around the globe, wherever the ultimate
users are found.

Innovations today come from all parts of the world. Skype is one example
with its origins in Europe. Scandinavian firms have led the definitions of
3G and LTE, or 4G, mobile technologies. CERN has contributed the Grid
approach to high performance, cost-effective computing. The German auto-
mobile companies play a leading role in automating personal transportation,
and Europe is a world leader in rapid intercity trains. The USB memory
stick was first productized in Israel. And in Japan last year, half of the best-
selling popular novels were composed on smart phones or Blackberries during
commute time. Note that these innovations tended to combine novel elements
on more than one scale — for example, centralized information and smart phone
applications with localized inputs, or more widely distributed data integrated
by applications smart enough to exploit available resources that change as the
user’s location changes. But all these new ideas need better infrastructure to
support them, need tuning based on understanding the properties of this new
internet. FIRE’s purpose is to provide the environment in which we can make
the Future Internet happen on a small scale today, allowing innovators to tune
while exploring these new ideas. OpenLab therefore put a special emphasis on
linking testbeds of different types to prototype these fast growing applications.
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12.3 Background and State of the Art

In this section, we provide a state-of-the-art for the topics addressed in
OpenLab, at the time of the beginning of the project.

12.3.1 Federation in the Control and the Experimental Plane

Being able to stitch together several, potentially very different testbeds was
at that time an area of very active research and development. The SFA
architecture and OMF were two approaches for federation developed in the
OneLab project. GENI had been pursuing this goal as well, advancing a set of
four control frameworks, each with its own approach to federation [1]. Two
of these clusters, namely PlanetLab (cluster B) and ProtoGeni (cluster C) were
based on the SFA architecture. Although their initial implementations were not
interoperable, an ongoing effort was carried out in this direction. Built on top
of a secure layer for issuing API calls, SFA defined basically three kinds of
services, namely a Registry that provides an index to the resources known
to the system, an Aggregate Manager that manages the target testbed, and a
Slice Manager that performs routing and aggregation of data in the meshed
federation. SFA is highly decentralized, in that ideally a given user, although
registered at any one authority in the federation, is able to browse and allocate
resources from the entire mesh. In order to be able to cope with any sort of
testbed, including the ones that have not yet been designed or invented, SFA
makes no assumption as to the actual resource description languages that are
left to the underlying testbeds and simply forwarded through the control plane.
The ORBIT (cluster E) paradigm had a rather different approach, as security
concerns were traditionally less crucial in this environment, where access
control can be safely implemented at a single entry point for each testbed.
OMIE, the software behind ORBIT and many more testbeds worldwide, had
been embracing a more holistic approach which combines the control, experi-
mental, and measurement plane through a common set of design principles
underpinning its suite of tools and services. One distinguishing feature in the
context of the control plane is OMF’s focus on efficient use of resources,
as wireless testbeds tend to be owned by single entities that have strong
economic incentives to have their users be as efficient as possible when running
experiments. As an outcome of the Panlab/PII project, Teagle [2] built upon
a resource federation framework to control distributed, highly heterogeneous
resources. The model was more centralized compared to SFA, in the sense that
a common information model allowed the detailed description of resources.
Centralized services such as the orchestration and provisioning of federated
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resources make extensive use of the common resource descriptions to allow
for different granularities of resource abstraction. The aim was to support the
user in working with the federated resources, exposing the necessary level of
detail without overwhelming him with complex configuration requirements.
Teagle as a trusted entity controls resources like physical and virtual machines,
devices, and software across pan-European testbeds.

Concerning experiment control, it turns out that various user tools could
exist that supported methodologies of defining experiments and best practices
to conduct experiments. Such description of an experiment contained: i)
resource requirements: what kind of resources are needed for the experiment,
ii) resource configuration: user defined parameters applied on a resource, iii)
resource relationships: resources might publish to or consume data from other
resources, iv) workflow information: describe the needed provisioning tasks
to be performed in order to create the experiment.

Regarding data storage and federation of data, the nmVO2 [3] represented
a significant leap ahead in the state of the art infrastructures (DatCat, Perf-
SONAR, MOME, etc.) that was storing meta-information of the monitoring
and measurement data and was returning a pointer to a zipped file hosted by
the owner of the data.

12.3.2 Wireless Testbeds

At the time of OpenLab many wireless testbeds for evaluating algorithms and
protocols and validating communication techniques had been deployed. The
most widely known were ORBIT [4] (WiIMAX, Wi-Fi, Bluetooth, Zigbee and
cognitive radio), MIT’s Roofnet [5] and WARP [6] at Rice University, which
focused on software-defined radio. These testbeds were open to the research
community; however, they were limited by design drawbacks (such as the
focus on static configurations, the very diverse resource descriptions, the very
specific use policies) that prevented users from exploiting the many interesting
features in an efficient way and that hinders tested facility owners to provision
their facilities with better utilization of their resources. Other testbeds such as
DieselNet at UMass [7] and the EU N4C testbeds [8] were focusing on more
disruptive technologies such as delay-tolerant and opportunistic networking.
Those testbeds were however closed to external experimenters. The OneLab
community aimed to extend those testbed’s initiatives by supporting a better
framework for management and scheduling. NICTA [9], WINLAB [10], UTH
[11] and other institutions had collaborated to develop and adopt a more
efficient scheme for testbed management and control, based on their needs.
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As a result OMF, a framework for unified testbed management, and the
NITOS scheduler, a resource reservation scheduler providing slicing features,
were developed, giving the opportunity to wireless network researchers to
experience a more efficient and user-friendly experimental environment.
Several institutions worldwide had adopted OMF for their testbeds.

12.3.3 Wired and Emulation Testbeds

Several EU funded projects promoted OpenFlow at the beginning of OpenLab,
like OFELIA [12] which created an experimental facility based on OpenFlow.
Five interconnected islands based on OpenFlow infrastructure had been
created to allow experimentation on multi-layer and multi-technology net-
works. EU FP7 CHANGE explored the capabilities of OpenFlow to develop
architecture for flow processing platforms within the network and individual
processing of different flows. Additionally it tried to develop on-path and off-
path flow processing and be the basis for flexible deployment of innovative
services. The FP7 project SPARC [13] aimed atimplementing a new splitin the
architecture of Internet components. The project would investigate splitting the
traditionally monolithic router/switch architecture into separate forwarding
and control elements. This functional split supports network design and
operation in large-scale networks with multi-million customers who require a
high degree of automation and reliability.

In the domain of the OpenFlow technology, there was clear orientation
towards modelling the OpenFlow protocol functionality so that it could be
offered to the wired platform users as a collection of network resources. As
the wired platform would be a collection of physical and virtual network
infrastructures, OpenFlow resources might correspond to a physical network
infrastructure, a virtual one or a mixture of both.

Another important field addressed with new testbed enhancements is
the domain of media streaming applications. As of today, experimentation
on media streaming has been restricted in the field of research for coding
algorithms with the scope to lighten the traffic volume of multimedia content.
The VITAL++ FIRE project]l has demonstrated the immense interest of the
wider ICT community for experimentation on P2P multimedia content routing
with optimum use of network resources. In the frame of the VITAL++ project,
research has focused on demonstrating the feasibility of accommodating some
particular P2P routing algorithms in an IMS testbed. The main challenge set
in this project was the design of a generic mechanism for P2P algorithms
incubation across testbed networks.
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12.4 Approach

OpenLab’s proposition was to bring together the essential ingredients for
an open, general-purpose, shared experimental facility, both large-scale and
sustainable. OpenLab objective was to build and open the OneLab facility. We
wanted to extend early prototypes of testbeds, middleware, and measurement
tools so as to provide more efficient and flexible support for a diverse set
of experimental applications and protocols. The prototypes include a set of
demonstrably successful testbeds: PlanetLab Europe, with its 153 partner/user
institutions across Europe; the NITOS and wilLab.t wireless testbeds; two
IMS (IP Multimedia Subsystem) telco testbeds for exploring merged media
distribution; a green networking testbed; the ETOMIC high precision network
measurement testbed; and the HEN emulation testbed. Associated with these
testbeds were similarly successful control- and experimental-plane software.
OpenLab wished to advance these prototypes with key enhancements in the
areas of mobility, wireless, monitoring, domain interconnections, and the
integration of new technologies such as OpenFlow. These enhancements were
planned to be transparent to existing users of each testbed, while opening up a
diversity of new experiments that users could perform, extending from wired
and wireless media distribution to distributed and autonomous management
of new social interactions and localized services, going far beyond what could
be tested on the current Internet. OpenlLab results will advance the goal
of a unified Future Internet Research and Experimentation (FIRE) facility.
Finally, OpenLab issued open calls to users in industry and academia to
submit proposals for innovative experiments using the OpenLab’s technolo-
gies and testbeds, and devoted one million euros to funding the best of these
proposals.

OneLab came from a vision originated in 2005, built on several issues
related to experimentally driven research. The networking community was
facing a few successes in its ability to build testing tools (like PlanetLab or
Emulab) but many more failures due to well-identified causes. In addition,
a challenge that is still open for our community is to develop reproducible
research, meaning that one should be able to reproduce the results that are
published and supports a discovery.

This vision considered that an experimenter, namely, the one that was
using the facility, should had access to an ecosystem or a “market” of various
resources managed by different authorities. For this purpose, the experimenter
would register to one such authority that would act as a mediator towards its
peers.
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The beauty of this model was grounded on the observation that there
existed plenty of valuable resources out there that one could benefit if an open
access was provided. Some of these resources might be unique, or the sum,
or combination of them might be valuable. As it might not be the role of
the resource owner to manage the users, this was delegated to an authority
according to some constraints and obligations. In addition, it became quickly
evident there is not a single testbed that fit all needs and that, solely, a federated
model would succeed to embrace the vision (Figure 12.1).

OneLab project was one of the pillar of the European FIREI initiative and
the initiator of the federation concept.

Enabling this vision required to define an architecture that supported the
underlying concept of federation that was originally introduced in OneLab.
Federation empowers to run services and tests using resources provided
by autonomous organizations. Three main technology accelerators were
identified:

e Virtualization,
e Open Source,
e Open Data.

Virtualization allows synthetic polymorphism (diversity of technologies)
from one platform. In addition, it can create policy and security boundaries
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Figure 12.1 The federation of heterogeneous resources (provided by testbeds).
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that are not the same as physical boundaries. Open Source was criticized at
the beginning of OneLab as it did not support a given business model to pay for
the usage of resources. Nevertheless, this approach has been proved credible
in order to build a community of contributors to support the architecture.
This does not even preclude any business model for the future use of the
facilities. Finally, Open Data has not been given high-priority but will become
dominant in the future as the first class citizen in any experiment is the
data that have been produced and our ability use, document, and eventually
share them.
Therefore, it became instrumental to address the following questions:

e What is the right level of abstraction, the minimum set of functionalities
to be adopted to share resources owned by various authorities?
e What is the governance model that best supports subsidiarity?
e And finally, is there a business model or how can we enforce sustain-
ability?
OpenLab’s work in all these areas was assessed at two interoperability testing
events (also known as “bakeoffs” or “plugfests”), that were planned to be the
occasions to see the extent to which the tools worked across the testbeds.

12.5 OpenLab Prototypes

This section describes the prototypes, a set of existing tools and testbeds, as
of January 2011, illustrating the maturity of many of these technologies and
their readiness to be integrated into a larger facility.

The prototypes described here emerged mostly from earlier FIRE efforts,
notably the OneLab2 and PII projects and the work of IBBT. In addition,
OpenLab brought in a number of excellent contributions from elsewhere,
such as UCL’s HEN testbed, which was developed with UK national
funding.

We organised our work on tools into two categories: control plane tools and
experimental plane tools. Control plane tools largely work behind the scenes to
support basic testbed operations and federation, whereas experimental plane
tools were visible to the user and depend upon the control plane in order to
function. The distinction between these two planes was similar to the notions
of kernel and user space in the operating systems arena.

The tools that OpenLab started with were each typically specific to a single
testbed environment. Our embrace of multiple tools with similar capacities was
intentional: each had a particular way of doing things that would be attractive
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to a particular type of user with particular needs. Indeed, some tools such as
the OMF [9] Experiment Controller and PLE’s MySlice [14] interface came
with existing communities of hundreds of users who were already comfortable
working with them. OpenLab extended these tools’ coverage. By requiring a
heterogeneous set of tools to function across multiple testbeds we put our
emerging interoperability standards to the test.

Other prototypes were individual testbeds, or were tools that were specific
to a testbed or type of testbed. We grouped these prototypes into two
broad categories, wireless and wired, corresponding to two broad research
networking communities. The groupings were not strict: some technologies
described in one category could also be applied in another.

12.5.1 Wireless Prototypes

12.5.1.1 NITOS (Network Implementation Testbed using Open
Source code)

NITOS [15] is an OMF-based wireless testbed in a campus building at
UTH in Volos, Greece. It consisted of 45 nodes equipped with a mixture
of Wi-Fi and GNU-radios, as well as cameras and temperature and humidity
sensors. Two programmable robots provided mobility. This publicly available
testbed supported experiments across all networking layers. In addition to
OME, the testbed employed locally developed tools: the NITOS scheduler,
a resource reservation application, and TLQAP, a topology and connectivity
monitoring tool.

12.5.1.2 w-iLab.t

The w-iLab.t testbed [16] is a wireless mesh and sensor network infrastructure
deployed across three floors of the IBBT office building in Ghent, Belgium.
It contained 200 locations, each equipped to receive multiple wireless sensor
nodes and two IEEE 802.11a/b/g WLAN interfaces. Wi-Fi and sensor net-
works operated simultaneously, allowing complex and realistic experiments
with heterogeneous nodes and multiple wireless technologies. In addition,
shielded boxes used to accommodate nodes that can be connected over
coax cables to RF splitters, RF combiners and computer controlled variable
attenuators, thus allowing fully reproducible wireless experiments with emu-
lated dynamically changing propagation scenarios. With an in-house designed
hardware control device, unique features of the testbed included the triggering
of repeatable digital or analogue I/O events at the sensor nodes, real-time
monitoring of the power consumption, and battery capacity emulation.
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12.5.1.3 DOTSEL

The DOTSEL testbed at ETH Ziirich is focused on delay-tolerant opportunistic
protocols and applications. It was composed of 15 Wi-Fi equipped Android
Nexus One devices that were carried by staff members, and five Wi-Fi a/b/g
ad-hoc gateways.

12.5.2 Wired Prototypes

12.5.2.1 PLE (PlanetLab Europe)

PLE [17] is the European arm of the global PlanetLab system, the world’s
largest research networking testbed, which gives users access to Internet-
connected Linux virtual machines on over 1000 networked servers located in
the United States, Europe, Asia, and elsewhere. Nearly 1000 scientific articles
mention the PlanetLab system each year, including papers in such presti-
gious networking and distributed systems conferences as ACM SIGCOMM,
ACM CoNEXT, IEEE INFOCOM, ACM HotNets, USENIX/ACM NSDI,
ACM SIGMETRICS, and ACM SIGCOMM IMC. Researchers use PLE for
experiments on overlays, distributed systems, peer-to-peer systems, content
distribution networks, network security, and network measurements, among
many other topics.

Established in 2006 and developed by the OneLab initiative, PLE is
today overseen by four OpenLab partners: UPMC, INRIA, HUJI, and UniPi.
UPMC handles testbed operations and INRIA co-leads, along with Princeton
University, development of MyPLC, the free, open-source software that
powers PlanetLab. The PlanetLab Europe Consortium has 150 signed member
institutions: mostly universities and industrial research laboratories, each of
which hosts two servers that it makes available to the global system. These
institutions are home to 937 users. On a typical recent day, 244 were connected
to on-going experiments.

OpenLab extends both the PlanetLab software and the PlanetLab Europe
Consortium.

12.5.2.2 HEN (Heterogeneous Experimental Network)

HEN [18], built between 2005 and 2010 by UCL, provides 100 server-
class machines with between 6 and 14 NICs each, interconnected by a
Force10 E1200 switch with 550 Gigabit ports and 24 10-Gigabit ports. This
infrastructure allows emulation of rich topologies in a controlled fashion
over switched VLANs that connect multiple virtual machines running on
each host. The precise control of topology and choice of end-host operating
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system possible on HEN are particularly valuable facilities to networking and
distributed systems researchers.

Many dozens of researchers actively use HEN: at Stanford University,
the University of Lancaster, NYU, the Nokia Research Centre, and NEC
Labs Europe, to name a few. UK- and EU-funded projects, including the
EPSRC-funded Virtual Routers project, EPSRC-funded ESLEA project, EU
FP7-funded Trilogy project, and EU FP7-funded CHANGE project, have all
generated the bulk of their experimental results on HEN. Results have been
published in prestigious networking and distributed system venues including
ACM SIGCOMM, ACM HotNets, USENIX/ACM NSDI, USENIX Security,
ACM CCR, ACM CoNEXT, Presto, FDNA, PMECT, ICDCSW, and LSAD.

12.5.2.3 The WIT IMS testbed

The TSSG/WIT NGN IMS testbed [19] is an Irish nationally-funded initiative
serving telecom firms seeking to develop or test NGN services. It provides
them with advanced multimedia services, such as conference calling and
handling of presence information. The testbed is a carrier grade NGN plat-
form based on the Ericsson IMS Communications System (ICS). The SIP
based horizontal network architecture includes an Ericsson IMS core and the
components for managing sessions, addressing, subscriptions and IMS inter-
working components with the relevant gateways for connectivity to other
networks. The testbed has recently been upgraded with pico/femto cells to
allow secure remote access to the test facility. The network also includes
support systems for handling provisioning, charging, device configuration
and operation and maintenance.

Clients include IP centrex companies, a location based service provider,
and developers of pico/femto cell technology. International customers have
conducted testing in the area of IMS security and testbed interconnection using
the GSMA Pathfinder service operated by Neustar.

12.5.2.4 The University of Patras IMS testbed

The University of Patras IMS testbed supports PSTN testing scenarios: calls
between a PSTN network and any PSTN number (including international and
mobile numbers); and calls between IP phones (either soft phone or hard
phone) and any PSTN number (including international and mobile numbers).
The testbed has been used in numerous interoperability experiments with the
carrier grade network of Telecom Austria, and the NGN testbeds of Siemens
AG in Munich and Telefénica TID in Madrid. It is currently hosts experiments
from the FP7 VITAL++ project. Integration of the testbed into the Teagle
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framework was carried out under the PII project. In OpenLab, the testbed will
be enhanced to incubate P2P/NGN QoS reservation algorithms and establish
experimentation paths taking advantage of the OpenFlow protocol.

12.6 Technical Work

12.6.1 Federation in the Control and the Experimental Plane

Research in the networking area has fostered the emergence of a wide variety
of experimental testbeds. The vision, that OpenLab had been promoting from
its very beginning, had it that disruptive innovations in the networking area
would emerge from giving researchers easy access to all these resources in an
open and consistent way, thus creating opportunities to conjugate all the new
capabilities at a large scale.

OpenLab’s activities had been instrumental in bringing this vision to
reality, by tackling the general issue of testbed federation. Our achievements
in this field were very substantial, both at the design and implementation
levels. On the design front, OpenLab had been an active contributor to the
architecture and specification of SFA, that offers a common way for testbeds
and tools to expose, discover and provision resources — what we call “Control
Plane” — in an homogeneous way, and that was defined inside an international
community that, despite being informal, has representatives from virtually
any kind of networking testbed in the developed countries. Still on the design
side, OpenLab had proposed FRCP, a testbed-neutral layer for managing live
resources — what we call “Experimental Plane” — to serve the same kind of
purpose as SFA but during experimentation and not only in the preparation
phases. FRCP has likewise reached a very wide consensus over the community
and is starting to be widely available.

Like always when general adoption is at stake, proposing specifications
and architecture is not enough if it does not come with at least one refer-
ence implementation. This is why OpenLab developed SfaWrap [20] and
OMF6 [9] that provided such a reference implementation of SFA and FRCP
respectively, see also Figures 12.2 and 12.3.

Building on top of this architectural foundation, OpenLab had created
a legal framework for operating a wide and heterogeneous federation of
testbeds that spanned beyond OpenLab per se, and that we had named the
OneLab Consortium (more details in Section 12.7.2). Starting with the
OneLab Portal (see Section 12.7.2.2), researchers can enjoy all the benefits of
testbeds federation on for example PlanetLab Europe that operates old-school
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wired servers, IoTLab that offers sensor nodes, NITOS that features WiFi
nodes; several other European testbeds are in the process of joining.

This portal features higher level, more experimenter-oriented tools, that
were developed within OpenLab; in this category let us quote MySlice [14],
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alongside with its companion manifold, that runs under the hood in the
OneLab Portal (see Section 12.7.2.2), and that offers a set of web-based tools
for dealing with heterogeneity, in terms of both resources and measurements,
but in a uniform manner, as depicted in Figure 12.4.

However, using the portal was not the only option, and third-party tools had
also been implemented, that directly took advantage of SFA and FRCP to offer
alternative all-in-one tools for researchers, like for example NEPI [21, 22].

To summarize, OpenLab has created a complete paradigm for deploying
a federation of testbeds, and is now operating the OneLab Portal as a first
production-grade such federation. We are hoping to provide valuable help
to the research community thanks to this new tool, and are confident that the
conceptual assets of OpenLab will be further enhanced by on-going and future
projects, like Fed4Fire.
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Figure 12.4 MySlice and manifold architecture.
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Concerning experiment control, the most visible outcome is all the set
of enhancements and added features brought to NEPI for supporting generi-
cally SFA and FRCP; these capabilities obviously extended the tool’s scope
drastically, as a very welcome addition to the already existing testbed-specific
methods for accessing resources (like e.g. raw ssh). Concerning interoperabil-
ity of measurement data, the MOI ontology was concluded with participation
of TUB, iMinds and UAM. A data federation tool called GrayWulf for SQL
data sources was developed that enables users to access various databases
through a unified SQL-based querying interface. Both approaches integrated
TopHat, EtomicDB and nmVO databases operated by different OpenlLab
partners. Concerning usage control, a detailed usage accounting activity was
performed, for each of the testbeds participating in OpenLab.

Finally, two experiments were conducted through the two Open Calls of
the project using and validating the activities of this section:

e SNIFFER Experimentation: a replicable base for long-running service
using OpenLab and PlanetLab environment in order to better observe and
track the long-term growth of various Storage Networks (Grids, Clouds,
Content Delivery Networks, Information-Centric Networks) [23].

e ECLECTIC Experimentation: a new tool for testbed management for
Peer-to-Peer (P2P) applications which includes improved support for
resource allocation, deployment and state-of the-art monitoring over a
range of experimental testbeds.

12.6.2 Wireless Testbeds

In the context of OpenLab, three existing FIRE wireless testbeds (NITOS,
w-iLab.t and DOTSEL) were enhanced in terms of hardware with features
like: LTE and WiMAX technologies, new wireless fixed and mobile nodes
and directional antennas and in terms of software with the integration of the
above hardware additions into the existing control and management tools.
NITOS [24] facility was greatly extended with an indoor testbed featuring
new powerful wireless nodes and directional antennas, a WiMAX testbed,
an LTE testbed and an uncontrolled mobility testbed comprising of mobile
phones carried by volunteers, as depicted in Figures 12.5 to 12.7.

The w-iLab.t [16] testbed was also extended with a number of wireless
nodes and more importantly with a real life mobility testbed. In this testbed,
wireless nodes were mounted on top of robots and are provided to the commu-
nity for testing mobility issues, through user-friendly graphical interfaces and
tools. The experimenter is able to use a web graphical interface, which enables
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.

Figure 12.5 Extensions of the NITOS testbed: Icarus nodes on the left and directional
antennas on the right.

g

Figure 12.6 WiMAX/LTE Base Station in NITOS testbed.

him/her to draw the desired path of the robots, simulate the scenario prior its
execution or auto-detect collisions between the mobile nodes. Moreover, the
testbed’s administrator is able to monitor vital metrics like the exact status of
each robot (docked, idle, active etc.), its remaining power and the access point
that is connected, through the aforementioned GUI.
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Figure 12.7 Mobile robots in w-ilab.t testbed.

Regarding the software developments of the wireless testbeds during the
project, some of the main achievements are the extensions built for OMF,
which is the framework that OpenLab and most of the wireless testbeds in the
world use to orchestrate their testbed’s resources. All the hardware extensions
mentioned above, are now OMF compatible, by developing Resource Con-
trollers (RC) for the WiMAX testbed, for the mobile phones of the uncontrolled
mobility testbed and for the mobile nodes of the controlled mobility testbed
enabling the user to control those resources through OMF. This way, the
experimenter is able to design, develop and deploy an experiment using for
example the WiMAX Base Station, some wireless nodes and some mobile
phones, where he/she is able to test an Android application developed by
him/her, or provided by the testbed. The most important aspect of this is that
all these heterogeneous resources can be handled through one single OMF
script, regardless of their physical location, as depicted in Figure 12.8.

Finally, the experimenter is able to design and deploy complex experiments
on top of more than one wireless testbeds (for example NITOS and w-iLab.t)
and take advantage of the diverse federation aspects enabled through the OMF
framework. This way all the hardware extensions happened in the context of
the project were integrated into OMF, providing an SFA interface, namely
the necessary hook for the connection and the communication with other
federation frameworks.
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Figure 12.8 Demonstration of a complex experiment controlling heterogeneous resources
with a single script.

Finally, two experiments were integrated in the context of this section’s
activities through the two Open Calls:

e SAVINE experiment: a Social-aware Virtual Network embedding frame-
work for a wireless content delivery scenario [25].

e EXPRESS experiment: an innovative resilient SDN system able to
withstand attacks, failures, mistakes, natural disasters and able to keep
operating also in fragmented and intermittently connected networks [26].

12.6.3 Wired Testbeds

Regarding wired testbeds, OpenLab focused on the evolution of the four
wired testbeds (PLE, OSIMS, WIT and HEN) participating in the project
towards the support of a number of new features including: Software Defined
Networking (SDN) capabilities, implementation of QoS support mechanisms,
multi-homing functionality and finally support of testbed interconnectivity
both from control and networking perspective to allow seamless usage of
testbeds. SDN features were implemented, as planned, on the basis of support
of OpenFlow. The OpenVSwitch was ported and installed in the testbeds and
also integrated with each testbed’s control framework and procedures for the
provision of additional functionality on top of it (e.g policy enforcement,
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resource discovery, and network overlay support). QoS support mechanisms
were realised in terms of both P2P algorithms incubation and policy enforce-
ment via network flow management mechanisms integrated in the overall
control and management framework of the involved testbeds (OSIMS and
WIT). Multi-homing was based on the enhancements applied to the HEN
testbed with the addition of two external Internet links and the support of
external access to the nodes by implementation of additional firewall and
addressing features. Interconnectivity of testbeds proceeded along two axes.
The first one related to the support of SFA mechanisms in testbeds where
there was already a provisioning framework to be adapted so that resource
discovery, reservation and configuration can be applied according to the SFA
principles. The second one related to the networking interconnectivity for
the support of experiments involving more than one testbed. The adopted
approach was based on the use of Layer 2 Overlays that can be instantiated by
use of the implemented OpenFlow enhancements. Control and management
procedures as well as provisioning mechanisms in each testbed were updated
and enhanced to support the network interconnectivity approach.

Finally, four experiments were integrated in the context of this section’s
activities through the two Open Calls:

o ALLEGRA: deployment and “proof-of-concept” testing of a lightweight
greedy geographical routing algorithm.

o ANA4IoT: extension of the OpenLab/FIRE testbeds by mixing the
available infrastructure (physical or virtual) to build a new scenario for
testing different approaches and evaluate the capabilities to cope with
IoT requirements.

e PSP-SEC: evaluation of a PSP SDN application running on top of
OPENER, with the aim of delivering security in a way that BGP is not
even aware that it is being secure.

e WONDER: experimentation with and evaluation of WebRTC service
delivery mechanisms namely IMS and Web service delivery approaches.

The experiments have helped both experimenters and testbed owners to
collect valuable feedback and focus better on issues relating either to their
experimentation aspects or to their testbed mechanisms respectively.

12.7 Results and/or Achievements

A major achievement of the OpenLab project is the opening of the OneLab
facility, the first open federation of heterogeneous testbeds, making OneLab
sustainable and independent from the OpenLab project ending in September
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2014. OneLab materialized the efforts of the OpenLab consortium during the
course of the project. It also clearly stressed our ambition to deliver a Service
as the main contribution of the project and not to focus on the underlying
technology, although very important.

In section 12.7.1 we describe the particular outputs of the project and
in section 12.7.2, we present the major outcome of the project, namely the
OneLab Experimental Facility.

12.7.1 OpenLab Main Outputs

We benefited from the experience in architecting the Internet to design our
architecture model. It is grounded on two principles:

e The “Hourglass” model of the Internet that identifies the IP protocol as
the convergence layer. We’ll define one for the Federation of testbed
resources;

e The peering model of the Internet that relies Customer sand Providers
and define peering agreements in a way that there is not a single point of
control. Here, we will clearly identify Experimenters, Testbed owners or
providers and the Facility itself that rule them all.

We therefore have defined the following abstractions:

e Resource: Testbed ensures proper management of nodes, links, switches.

e User/Experimenter: Testbed guarantees the identity of its users.

e Slice: A distributed container in which resources are shared (sharing with
VMs, in time, frequency, within flowspace, etc.). It is also the base for
accountability.

e Authority: An entity responsible for a subset of services (resources, users,
slices, etc.).

SFA (Slice-based Federation Architecture) was designed as an international
effort, originated by the NSF GENI framework, to provide a secure common
API with the minimum possible functionality to enable a global testbed
federation.

The fundamental components for testbed federation were built incremen-
tally, as the understanding about the requirements became better understood.
The first international realization of federation arose in 2007, as a mutual
investment from PlanetLab Central, managed by Princeton, and Planet Europe,
established by UPMC and INRIA in Europe. It was then, enlarged to both
private and public instances of PlanetLab, allowing a user registered under
one of these authorities to benefit from resources own by any other authority.
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Nevertheless, resources were homogeneous and the usability was tight to
PlanetLab users. It then became of utmost importance to enlarge and extend
the federation principle to other type of resources, a more scalable model of
federation and an increased ease of use. In parallel, started the important effort
to complement and populate the architecture with components mandatory for
the entire experiment life cycle.

The experiment lifecycle comprises the following steps:

. User account & slice creation

. Authentication

. Resource discovery

. Resource reservation & scheduling
. Configuration/instrumentation

. Execution

. Repatriation of results

8. Resource release

Step 1 is handled by the Home Authority of the User, the one the user has
registered with. Steps 2 to 4 and 8 concern all involved authorities. Steps 5 to
6 are not in SFA but other components such as OMF have been developed for
this purpose. OMF is a control, measurement and management framework that
was originally developed for the ORBIT wireless testbed at “Winlab, Rutgers
University”. Since 2008, OMF has been extended and maintained by NICTA
and UTH as an international effort.

SFA provides a secure API that allows authenticated and authorized users
to browse all the available resources and allocate those required to perform
a specific experiment, according to the agreed federation policies. Therefore,
SFA is used to federate the heterogeneous resources belonging to different
administrative domains (authorities) to be federated. This will allow experi-
menters registered with these authorities to combine all available resources
of these testbeds and run advanced networking experiments, involving wired
and wireless technologies.

Another component of the SFA layer is the Aggregate Manager (AM),
which is required in each SFA-compliant testbed. The AM is responsible for
exposing an interface that allows the experimenters to browse and reserve
resources of a testbed. The SFA AM exports a slice interface that researchers
interact with to set up, control, and tear down their slices. When the Control
and Management Framework (CMF) of a testbed is not SFA-compliant, a so-
called SFA driver is required to translate SFA originated queries into queries
for the testbed. This driver wraps the CMF and exposes a standard interface
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to the AM. SFA Wrap [20], was then designed to ease the adaption of SFA
by testbed owners so that they only have to develop the part related to the
specificities of their own testbeds. This is a shared development model that
has been widely adopted by the testbed community.

The SFA layer is composed of the SFA Registry, the SFA AMs and drivers.
The SFA Registry is responsible to store the users and their slices with the
corresponding credentials.

MySlice [14] was introduced as a mean to provide a graphical user
interface that allows users to authenticate, browse all the testbeds resources,
and manage their slices. This work was important to provide a unified and
simplified view of many hidden components to the experimenter. At the
same time, it provides an open environment for the community to enrich
the portal through various plugins specific to each testbed or environment.
The basic configuration of MySlice consists on the creation of an admin
user and a user to whom all MySlice users could delegate their credentials
for accessing the testbed resources. In order to enable MySlice to interact
with heterogeneous testbeds, MySlice has to be able to generate and parse
different types of RSpecs (Resource Description of the testbeds); this task is
performed by plugins. MySlice has been widely adopted by the community and
is currently an international effort. As of today MySlice has been adopted by
the following testbeds (or Projects): FIT (France), F-Lab (France), FanTaaStic
(EU), Fed4Fire (EU), OpenLab (EU), FIBRE (Brazil), FORGE (EU), CENI
(China), SmartFire (Korea) and III (Taiwan).

Finally, Instrumentation and Measurement has always been considered
as a major component since the development of the Internet of testbeds
concept. Indeed, core activities involved in experimentation are related to
identifying, assessing and providing a set of tools and methodologies to
create an empirical evidence base by measuring and adequately representing
Internet data (Metrology) and, in a subsequent process, information (Media-
metry) thanks to experimental investigation. The role of Instrumentation and
Measurement is therefore strategic as it aims at providing the experimental
validation and assessment of the scientific principles supported in the experi-
ment. It is also involved in measuring unknown quantities, ranging from low-
level parameters, such as packet loss, to high-level as individual user utilities
and concerns. Today, every testbed has integrated more or less mature tools
to support the user’s experiment. Federating heterogeneous testbeds creates
the necessity to organize measurement tools and methodologies, as well as
consider a relevant architecture for this purpose. An important effort has also
been dedicated by the community but has taken more time to materialize
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although many tools are already available such as the Manifold framework in
operation in the OneLab facility.

12.7.2 The OneLab Experimental Facility

A major achievement in OpenLab exploitation is the birth of a sustainable
OneLab Experimental Facility [27], with its defined governance and manage-
ment structure independent and beyond any projects’ lifetime. The Consortium
Agreement for the OneLLab Experimental facility was signed in March 2014 by
five OpenLab partners: UPMC, UTH, INRIA, iMinds and TUB. The OneLab
Experimental Facility Parties are partners both from the OpenLab project and
from the FIT project.

e Among the Parties are joint participants in the OpenLab project, which
is funded under the Seventh EU Framework Programme for Research
and Technological Development, and which includes as part of its work
programme the establishment of a consortium to facilitate the use of
testbeds for networked computer communications;

e Among the Parties are joint participants in the FIT project, which is
funded under the French national Equipements d’Excellence programme,
and which is currently building a group of testbeds for networked
computer communications, and which has opted to promote the use of
the FIT testbeds in the context of a larger consortium that includes other
testbeds;

e The Parties having collaborated in these and other projects, and having
also worked severally, in recent years on testbeds for networked computer
communications, this work now having reached a state of maturity in
which the testbeds can be presented collectively, or in a “federation”, to
users.

The Parties have agreed to create a consortium called OneLab, that, for the
first time in this domain, facilitates the use of multiple testbeds for networked
computer communications, exists independently of any individual project, and
exists beyond the lifetime of individual projects;

1. Through OneLab, to create and manage the OneLab Experimental Faci-
lity, an overarching management structure with the technical systems
necessary to support a group of testbeds, referred to as Affiliated Testbeds,
which will have signed agreements with OneLab. This support is to be
guided by a principle of “subsidiarity”’, whereby only those functions that
are best performed by OneLab are allocated to the Consortium, all other
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functions being reserved to the legal entities that manage each Affiliated
Testbed;

2. Through OneLab, to facilitate the use of the Affiliated Testbeds by
individuals who are connected to legal entities that have entered into
signed Membership Agreements with OneLab, the legal entities thereby
becoming Members. These individuals include, but are not limited to,
researchers who are salaried by a Member, students who are enrolled
at a Member that is an institution of higher education, and others who
have a visitor’s status with a Member; The Parties wish by means of this
Agreement to set the terms and conditions for implementing the OneLab
Consortium,

The OneLab Experimental Facility materialises in practical terms in an
established governance structure of the OnelLab Consortium and in OneLab
Portal.

12.7.2.1 OnelLab Consortium

OneLab Consortium Agreement defines the structure, the functions, the rights
and responsibilities of Parties for governing and managing OneLab Experi-
mental facility. The Consortium defines three bodies, which are: the Governing
Board, which is the sole decision-making body of the Consortium; the Board of
Affiliates, an advisory body that deliberates on issues relating to the Affiliated
Testbeds; the General Assembly, an advisory body that deliberates regarding
OneLab’s plan of activities. These are, collectively, the Consortium Bodies. In
the context of these bodies, three categories of participants in the Consortium
are defined:

e Governors, which are the Parties to this Agreement;

e Affiliates, which are, principally, those legal entities responsible for
Affiliated Testbeds;

e Members, which are, principally, those legal entities that bring users to
the Affiliated Testbeds.

The role of the Coordinator is also defined, the coordinator being the legal
entity that represents and manages OneLab. Furthermore, the roles of two
officers appointed by the Coordinator are defined:

o the President, who carries out the tasks related to representing OneLab;
e the Executive Director, who carries out the tasks related to managing
OneLab.
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OneLab Experimental Facility welcomes Affiliates and Members to benefit
from and to enlarge even more the impact of shared, federated, networked
computer communication resources.

12.7.2.2 Onelab Portal

OneLab value proposition is the ease of use and support in experimentation.
OneLab Portal [28] offers easy access to testbeds; through OneLab, the
experimenter, (a researcher, a developer, and innovator) can easily test the
software system in any one, or any combination of the following networked
communication environments:

e Internet-overlaid testbeds

e Wireless, sensing, and mobility testbeds
e Broadband access and core testbeds

e Network emulation environments

OneLab aims to attract users beyond its own testbed providers and its
immediate stakeholders, to offer resources also for e.g. educators, learners
(FIRE FP7 project FORGE, EIT ICT Labs Master School) and SMEs. There
is much to understand in networked communication testbeds: each platform’s
hardware capabilities, how the available software environments be configured
and loaded onto a platform, the many features of the experiment control tools,
etc. At OneLab, we offer a skilled team that is happy to assist throughout the
experimentation cycle.

OneLabpﬁ.tal

1d class testbeds available through your one accou

Services Status

@ Retat @ NmosvoLos @ Oretat @ PlanetLab Ewope
@ FTioTab @ NmospaRis @ Mt

Figure 12.9 The OneLab Portal.
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e For all users — academic and industrial: OneLab provides with online
tutorials, documentation, and invitations to hands-on workshops and
community events at which experimenters provide feedback and platform
and tool developer describe their plans.

e For SMEs & other industrial users: OneLab team can accompany through
the entire process of designing and running your experiment and inter-
preting its results.

OneLab provides tools that make it easy to use its testing environments:

e Through OneLab Portal one can access any of the testing resources. If
the testing is repeated in more than one environment, there is no new
account to open, no new system to learn.

Through OneLab Portal one can select highly capable experiment control
tools. These are free open-source tools which are evolving to meet the needs of
an ever-growing community of experimenters, and can be tailored, if needed,
for particular requirements.

12.8 Conclusions

OpenLab has made a major contribution by deepening the capabilities of its
various testbeds, inherited from FIRE’s former OneLab and Panlab initiatives
as well as other valuable sources. OpenLab advanced early FIRE prototypes
that had proven their worth; this integrated infrastructure project associated
and extended them, enhancing the value of the FIRE portfolio of facilities.

Combining these advanced infrastructures provided many examples of
opportunity, with media distribution and localized services delivered to wire-
less clients perhaps capturing the most attention. As a result, our second major
effort in OpenLab was to provide interoperability of these different services,
allowing access and authorization to one to permit access to others, within
the policies for usage and security required by each. Such common access
methods form a control plane for the FIRE testbeds.

OpenLab wanted to strengthen the current offering by constructing a stan-
dard set of experiment deployment procedures, or a federated experimental
plane, through which resources could be described, found, and reserved or
allocated immediately. This also required implementing standards for the
description of experimental configurations, for a real or simulated workload,
and for the forms in which the resulting data will be logged, aggregated,
analysed, and archived. Monitoring tools were critical for understanding
usability issues that affect new applications and would also give us a means
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of seeing how testbed utilization develops over time. For testbeds to be
sustainable, they should evolve to meet new interests. Only sustained access
to testbeds will permit the creation of long-running experimental services so
that we can understand their strengths, their weaknesses and the degree to
which they meet users’ expectations. This sustainability has been one of the
strengths of PlanetLab and of PlanetLab Europe in recent years.

The generic control and experimental planes introduced above also needed
to be instantiated and extended in each of the wireless and wired testbeds
included in this project. The chief tool we employed for wireless is OMF
(cOntrol and Management Framework), a framework that is used to control
around 20 testbeds worldwide, including several in Europe. The tools have
been expanded to support both controlled and uncontrolled experimental
conditions. The wired testbeds in OpenLab allow innovation within both the
telco and data network paradigms (IMS and IP protocols). The availability of
OpenFlow protocols further enriches the mix of activities that can be supported
and the depth into the networking stack to which experiments can probe or
prototype. The Heterogeneous Experimental Network (HEN) in operation
at UCL brings the two types of environments closer together. SFA (Slice-
based Federation Architecture) was deployed and extended as the envelope to
federate the various technology-specific control and experiment planes.

OpenLab was instrumental to push the envelope of knowledge and tools
in FIRE such that the OneLab Facility was successfully launched as an
independent facility on August 2015, supporting a broad and diverse set of
experiments.
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13.1 Introduction

In the last years, we have assisted to an impressive evolution of wireless
technologies for short distance communication (like IEEE 802.11, IEEE
802.15.4. Bluetooth Low Energy, etc.) due to the need of coping with the
heterogeneous requirements of emerging applications, such as Internet of
things, the Industry 4.0, the Tactile Internet, the ambient assistant living,
and so on. Indeed, for optimizing the technology performance in these
scenarios, it is often required to support some forms of protocol adaptation, by
allowing the dynamic reconfiguration of protocol parameters and the dynamic
activation of optional mechanisms, or some targeted protocol extensions.
In both cases, prototyping, testing and experimentally validating potential

385
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solutions is a complex task, which generally requires significant time and
resource investment. On one side, off-the-shelf wireless interfaces are based
on radio chips which implement only the obligatory parts of the standards and
arbitrarily selected optional parts, with only partially documented interfaces
and with drivers being either closed or limited in functionality. On the other
side, many powerful Software Defined Radio (SDR) platforms, while offering
excellent flexibility at the physical layer, typically have limited performance
and lack high-level specifications and programming tools as well as standard
APIs for developing protocols.

Consequently, testing of new solutions often proves problematic, as
experimenters can only rely on the limited optimization space enabled by
the drivers, or on open software architectures where many functionalities
have to be written from scratch and are tightly dependent on the specific
hardware platform. In many cases, different experimentation platforms have
to be considered for working on specific optimizations, because each platform
supports a different level of complexity and controllability. This heterogeneity
further slows down the innovation process, because experimenters have to be
familiar with platform-specific architectures and programming tools before
prototyping their solutions.

To overcome the aforementioned shortcomings and reduce the threshold
for experimentation, we propose a novel approach within the European
project WiSHFUL [1]. The project main goal is the design and development
of a software architecture enabling a flexible radio and network control
of heterogeneous experimentation platforms, based on standardized wire-
less technologies and SDRs, through unified programming interfaces. More
specifically, the architecture is devised to allow:

e Maximal exploitation of radio functionalities available in current radio
chips, as opposed to today’s radio drivers that restrict radio functionality.
For example today’s radio drivers for IEEE 802.11 do not support TDMA
(Time Division Multiple Access) operation, while the hardware perfectly
supports it.

o Clean separation between radio control and protocol logic, as opposed
to today’s monolithic implementations, which do not allow to work
separately on the logic for enabling specific protocol features and the
definition of these features.

To frame this effort, several driving scenarios were identified to capture the
challenges associated with the increasing density and heterogeneity of wireless
devices in a concrete and tangible manner. These scenarios directly present
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a set of relevant and significant requirements for developing the functionalities
required by the WiSHFUL control framework in order to investigate the
challenges of future wireless systems experimentation. Each showcase focuses
on a different source for inter-device and inter-technology interference and
displays a scenario, which requires novel experimentation functionalities.

Following the definition of this set of motivating scenarios, an architecture
is presented to support future wireless experimentation. This architecture is
constructed to address the requirements of the tangible scenarios, capturing
key challenges of future systems while allowing for extensions to support
investigation of as yet unforeseen challenges.

13.2 Background

The need for fine-grained control of communication networks is well demon-
strated by the interest of the scientific community in solutions that enable
software defined networking, (SDN). OpenFlow [2], for instance, is a good
example of an SDN-enabler because it allows researchers to control routers,
without knowing the internals of vendor-specific implementations. OpenFlow
focuses on controlling the forwarding rules between devices (e.g. switches,
routers and wireless access points) connected by means of pre-installed links
(usually wired). However, it does not explicitly deals with wireless links,
where conditions change over time and strongly depend on interference and
propagation conditions. Indeed, for wireless links the use of forwarding
functionalities, which have inspired the match/action abstraction used for
wired link, cannot be adequate for capturing the inter-link and inter-network
dependencies, despite the fact that some extensions have been proposed,
e.g. OpenRadio, for classifying the traffic flows on the basis of PHY-related
fields and configuring the transmission power of the links. Actually, a closer
look reveals that the wireless community has arguably anticipated, if not
even inspired, the wired networking shift towards centralized controllers, for
example with the CAPWAP protocol (Control And Provisioning of Wireless
Access Points) [3] for the remote control of wireless access points. However,
the CAPWAP control model was based on parametric control of technology-
specific configuration parameters. WiSHFUL goal is more forward-looking,
and resides in i) devising a generic programming model for wireless devices
and wireless links, based on technology-independent programming abstrac-
tions and ii) showing that they can be handled with a network control
framework which include global and local controllers.
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To accomplish this goal, WiSHFUL pushes towards the identification of
viable abstractions for radio behavior, by integrating four different platforms
exposing high-level programming models for heterogeneous wireless tech-
nologies while taking into account the emerging solutions and standardization
work concerning reconfigurable radio systems (ETSI-RRS) [4]. The four
supported platforms are: Wireless MAC Processor (WMP) for IEEE-802.11
radios [5], Time-Annotated Instruction Set Computer (TAISC) for IEEE-
802.15.4 radios [6], the Implementing Radio in Software (IRIS) for SDRs [7]
and finally the popular Atheros chip based cheap-of-the-self wireless cards
running the ATHO9k driver [8]. Moreover, the WiSHFUL control framework
complements OpenFlow, by enabling the coexistence of local and global
controllers devised to react to the network events at different time scales. In
the next phase WiSHFUL also plans to extend to support cross-layer control
from the network layer and above as well, providing SDN like characteristics
regarding the management and fine-tuning of control knobs ranging from
routing protocols parameters and realization of flow control to transport layer
parameters like TCP window for example. GITAR [9] supports the cross layer
parameter control, especially in the context of WSNs, but can be used in
all platforms that are supported within WiSHFUL as a cross layer parameter
management component.

13.3 Motivating Scenarios

The emerging wireless ecosystem is characterized by a heterogeneous mix
of technologies, operators, and service providers attempting to coexist in
a single environment, and featuring a high-density deployment of wireless
devices. High heterogeneity in device capabilities (in terms of spectral bands,
coverage, management functionalities, networking models, etc.) combined
with limited open, vendor-independent configuration interfaces complicate
achieving the often conflicting goals of independent providers and integration
of technologies to provide coherent service. Indeed, wireless devices often
employ multiple radio interfaces, spanning over several standards (such as
LTE, Wi-Fi, ZigBee and Bluetooth) or offering more esoteric capabilities in
the form of programmable interfaces, based on software defined radio (SDR)
techniques.

Experimental-driven research is essential for analyzing the performance
of this eco-system, because of the difficulty in simulating or modelling the
interactions between heterogeneous technologies, protocol configurations,
environments and network operators. We consider some exemplary scenarios
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in order to identify the functional requirements and control models required
for testing optimization and coexisting strategies dealing with the complexity
of the wireless eco-system. From the analysis of these scenarios, we identified
two main groups of functional requirements: i) configuring the radio of
each wireless node, in terms of set-up of physical transmission parameters,
bandwidth allocation, medium access schemes and prioritization mechanisms
for different transmission queues, ii) configuring the network-wide policies for
dealing with different traffic flows, by defining logical links and paths between
nodes, mapping of traffic flows into transmission queues, performing flow
control among multiple links and interfaces, etc. Moreover, it is required to
introduce monitoring functionalities at different levels for collecting statistics
about the radio performance and the local channel views.

13.3.1 Interference Management among Overlapping Cells

In dense wireless networks, co-channel interference is a fundamental problem,
especially in the case of WiFi technologies working on the unlicensed ISM
bands characterized by the availability of a few orthogonal channels and by
the coexistence of multiple independent networks. Ultimately, this scenario
examines questions related to the dynamic control of multiple Access Points
in a coordinated manner. A possible solution for controlling co-channel
interference is working on the adaptation of contention parameters and
transmission opportunities used by co-located APs. Some research work has
suggested the use of airtime as a metric to quantify the channel resources
that are granted to each AP. The airtime is the sum of the channel holding
times used by a given cell during a reference time interval. To enforce any
decision about the network configuration, it is also required to represent a
network global view, by considering the interference relationships among the
APs, which depend on the specific location of the stations. In particular, it is
required to detect hidden nodes, which may experience severe collision rates.

Consider the example network given in Figure 13.1. This scenario assumes
four active flows in the following QoS classes — the first three are best effort
(BE) while the last one is voice. Each flow is assigned to one of the two
APs. Furthermore, let us assume that AP1 and AP2, are operating on the same
radio channel. In such a case a cell-edge user like node STA2 may suffer
from interference due to hidden node, i.e. the downlink traffic from AP1 to
STA2 will collide with traffic originated from AP2. By solving the hidden
node problem, the performance of all nodes in neighboring wireless networks
can be improved.



390 Wireless Software and Hardware Platforms for Flexible

Global Controller ~'~ Control plane

Hidden Flow Set airtime
nodes info access = - 5

A Statistics ¥ ConfigManager ' \
\
T T

— Data plane

\

T ; T |\ Configure time

\ \ slotting &

assign airtime

access slots to
flows

/i
Get information
\ . about hidden nodes !
\ | &active flows \

Internet \

!
I
i
i
I
[
[

Local
controller

AP1

Figure 13.1 Traffic-aware 802.11 airtime management scenario.

The challenges of this scenario may be addressed by monitoring the
performance of each AP. Such monitoring would make degradation associated
with inefficient management clear, thus allowing rescheduling of flows to
avoid interference. To accomplish this goal, global monitoring of network
performance would be required. Specifically, some control entity would need
the ability to monitor the active flows for detecting hidden nodes and to define
appropriate channel access patterns and assign airtimes for solving the hidden
node problem by dividing the competing flows in the time plane. Furthermore,
tight time synchronization between APs is required for time-slotting airtime.
This may be achieved by usage of PTP running over backbone interfaces.

13.3.2 Co-existence of Heterogeneous Technologies

In dense wireless networks, the co-existence of heterogeneous technologies
using the same wireless resources is challenging. Indeed, although technolo-
gies working on ISM bands intrinsically deal with mechanisms for managing
interference, such as carrier sense, adaptive modulations, spreading solutions,
etc., it has been demonstrated that they can experience severe throughput



13.3 Motivating Scenarios 391

degradation in case of coexistence of heterogeneous links, because of asym-
metries in recognizing other technologies and reacting to their presence. A
central controller could overcome these problems, by supporting a harmonized
spectrum allocation across separate wireless technologies. This will enhance
the performance in both networks and make the quality of service (QoS)
characteristics (such as throughput, latency and reliability) more predictable.

As areference example, we consider the coexistence between IEEE-802.11
(Wi-Fi in 2.4 GHz band) and IEEE-802.15.4e (time-slotted channel hoping,
TSCH) illustrated in Figure 13.2. The simultaneous operation of both networks
in close proximity will inevitably lead to performance degradation due to
cross-technology interference. This is because of contention-free explicit
scheduling of radio resources in TSCH and the unreliability of carrier-sensin