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ABSTRACT
5G network access is expected to deliver high performance
with low-latency network connections for the end-users, suit-
able for a plethora of different applications, as well as add up
to the network flexibility and manageability from the opera-
tor’s perspective. In order to achieve low-latency, Multiple-
access Edge Computing (MEC) is considered, whereas for
achieving flexibility, the disaggregation of the base station el-
ements and moving parts of their functionality to the Cloud
is proposed. In this paper, we consider the case of disaggre-
gated base stations based on the CU-DU paradigm, able to
provision MEC functions in a per-packet and per-client basis,
over real networks. We evaluate the placement of the MEC
functions over the fronthaul interface or collocating them
with the Core Network. We employ the OpenAirInterface
platform and evaluate our MEC solution with dynamically
adaptive video streams. Our results show significant gains
for the service-to-UE path latency, complying with the re-
quirements set for the 5G MEC operation.
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1 INTRODUCTION
The ground-breaking network performance about to be de-
livered by the 5G networks has created fertile ground for
multiple novel services and applications. Several different
services are used to evaluate the proposed solutions, with the
most notable being Ultra Reliable and Low Latency Commu-
nications (URLLC), massive Machine Type Communication
(mMTC) and enhanced Mobile Broadband (eMBB) [1]. These
applications cannot be supported by a single technological
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solution, but by a suite of protocols that collaboratively de-
livers the desired end-user experience. To this aim, the New
Radio (NR) interface has been introduced [2], coupling sev-
eral novel technological features, such as functional splitting
of the base station stack, new signaling, etc. These features
can lower the latency over the wireless channel, by using
significantly higher channel bandwidth and accessing new
wireless spectrum, such as the cm- and mm-Wave bands.
The development of 5G-NR is also taking into account the
emerging trend for network virtualization, through enablers
such as NFV-MANO [3] for enhanced network management,
ready for Multi-access Edge Computing (MEC) [4] that can
efficiently serve low-latency applications. Multi-access Edge
Computing is the transformation of the legacy Mobile Edge
Computing that includes other access technologies as well.
In this paper, we consider such a 5G environment, and

argue from the architectural perspective on the solutions for
delivering a fully-fledged MEC solution for disaggregated
multi-RAT base stations. We reckon the functional disag-
gregation of the base station unit at the high Layer 2 of the
OSI stack (between the PDCP and RLC layers), as denoted
in the 5G-NR standards [5]. The entities incorporating the
RLC, MAC and PHY functionality are hereafter mentioned
as Distributed Units (DUs), whereas the higher layers with
PDCP, RRC and Core Network interfaces are mentioned as
Centralized Units (CUs). The latter ones can be instantiated
in the Cloud. In such a disaggregated setup, with no stringent
requirements for latency between the CUs and DUs for the
fronthaul, the transport network can be realized by using
packet-based technologies (e.g. Ethernet, e-CPRI), whereas
the DUs may also implement different technologies for the
wireless network access e.g. 5G-NR, LTE or WiFi.

This work is providing the architectural substrate, signal-
ing and experimental analysis of a MEC framework running
on the fronthaul of a C-RAN setup. The main contributions
of this paper are:

• to provide a fully-fledged solution for directly plug-
ging new services on the fronthaul network of disag-
gregated network setups,

• to provide the needed signaling functions for orches-
trating fronthaul edge services,

• to experimentally evaluate the framework and provide
numerical evidence on its efficiency and the end-user
performance for dynamic adaptive video streaming
services.
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Figure 1: Different types of MEC deployments for 4G and beyond networks
2 MOTIVATION AND RELATEDWORK
The disaggregation of base stations to multiple entities is a
key technology for 5G networks. Several options for splitting
the base station units have been proposed [6] at different
layers of functionality. Ideally, the wide capacity that optical
fiber links offer can be used for rigorously transferring data
between the disaggregated elements, allowing the low layer
splitting of the stack, even at the baseband. Nevertheless,
this requires low latency, jitter and constant high through-
put fronthaul connections. As an answer to this, splits have
been identified for the higher layers of the stack as well
[7], with lower demands on the fronthaul latency, exploiting
Ethernet based connections. In [8], the authors experiment
with such Ethernet based encapsulation for the fronthaul,
for two different types of splits; MAC/PHY and PDCP/RLC.
In the [9], the work is extended to include new signaling for
the data plane communication between the PDCP and RLC
layers of the stack. This signaling is referred as F1 over IP
(F1oIP), as it resembles the standardized F1AP [10]. Since
these splits use Ethernet encapsulation, they facilitate the
introduction of services in the fronthaul.
C-RAN deployments add to the network flexibility, with

the dynamic switching of technologies for serving the UEs,
instantiation of new base stations in an area based on the
demand, etc. On the other side, MEC can significantly reduce
the service-to-UE latency, allowing time critical services to
be offered over the cellular network. ETSI white-paper on
MEC [11] is providing an overview of the different types of
deployment in 4G and beyond networks. Fig. 1 is providing
these methods: in the “bump in the wire" method (Fig. 1a)
the MEC service is being placed between the RAN and the
Core Network, by means of a proxy that overhears the S1-U
packets and handles them in the case they are destined for
it. In the collocation with the Core Network case (Fig. 1b
and 1c), MEC is placed just after the PGW interface of the
Core Network, or among the disaggregated Core Network
elements. These two solutions require the Core Network to
be deployed at a data center close to the network edge.
The benefits of MEC have been widely analyzed in rele-

vant literature. In [12], a survey on the evolution of the MEC
solutions is presented, and some insights are given on the in-
tegration of MEC with NFV-MANO. In [13], authors present
their solution for a Turbo charged edge, able to boost the
delivered throughput for dynamic adaptive video streaming
applications about 30%. In this work, we employ a Cloud-
RAN architecture based on the CU/DU split options, with the

goal to place the MEC functions over the fronthaul. A similar
study that resembles this approach is [14], where the benefits
of a co-deployment between the CU and a MEC service are
analyzed in terms of networking, exposed information and
security. Although the study is considering the CU/DU split
for 5G networks, the MEC function is placed just after the
CU side of communication, thus realizing the bump in the
wire approach (Fig. 1a) closer to the edge.
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Figure 2:MEC placement on the fronthaul interface of
the CU/DU split

3 MEC ARCHITECTURE
In this section we detail the different components needed
for realizing the MEC solution over the fronthaul interface.
We use as our starting point the F1oIP implementation of
the CU/DU split, detailed in [9], and extend it accordingly in
order to enable the MEC operation. The implementation is
introducing a new signaling mode between the PDCP and
RLC layers, resembling the F1AP standardized interface for
the communication between CUs and DUs. Originally, F1AP
is handling data plane packets over GTP tunnels, established
for each served UE of the system. The F1oIP implementation
is using UDP/TCP interfaces in order to exchange the traffic
between the CUs and DUs, including also some signaling in-
formation on the packet headers that is ordinarily exchanged
between the PDCP and RLC layers (e.g. DRB/SRB allocation,
frame/subframe scheduling, protocol context, etc.). The fol-
lowing sections describe the new packet headers that are
introduced over the F1oIP interface, and how they allow
applications directly connected to the fronthaul interface
handle data-plane user-directed traffic.
3.1 Disaggregated base station

communication
According to 5G-NR, the disaggregated functionality of the
5G base stations addresses several technologies. To this aim,
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the proposed standardized split option by 3GPP resides in
the high layer 2 of the OSI stack, between PDCP and RLC.
As this split option has more slack limitations on the latency
and throughput over the fronthaul (less than 100Mbps for
serving a single 20MHz base station unit), different technolo-
gies can be used for the DU side of communication. Target
technologies to be supported by DUs are 5G-NR, LTE, WiFi
and their evolution. The relationship between CUs and DUs
is 1:n, meaning that multiple DUs can be connected to a sin-
gle CU. From the DU’s perspective, this relationship is 1:1,
so that each DU is associated only with a single CU.
We use as a starting point the implementation of F1oIP,

which handles the communication between the CU and het-
erogeneous DUs of the system. In this implementation, each
packet exchanged over the fronthaul interface is bearing on
its header scheduling information to be used by the lower
layers, according to Fig. 3. Based on this information, the
packet is assigned to the respective transport channels of
RLC and is then left to MAC layer for scheduling its trans-
mission over the air. For the case of non-cellular DUs, the
respective information is not handled from the respective
DU software. For example, in the case of a WiFi DU, the
F1oIP header information related to the scheduling of the
packet is ignored. For the UL case, the reverse process takes
place before transmitting the packet to the CU. This means
that the DU is assigning new PDCP headers and adds the
respective information on the header in order for the packet
to be handled at the CU side.

3.2 DU-MEC communication
In order to place the MEC functions over the fronthaul net-
work, we employ a similar protocol as for the CU-DU com-
munication, by means of aMEC agent. This software is in
charge of generating and transmitting the relevant messages
destined to the DU for the DL case, and receiving and deliv-
ering traffic destined to the MEC service from the DU for the
UL case. We introduce two functions for the MEC offloaded
traffic: whenever the DU side of the system receives traffic
destined to the MEC platform, it spawns a mec_data_request
message. This message is destined to an agent service pro-
viding the bridge to the MEC functions. More details on the
differentiation of the MEC services is following in the next
subsection. Since at this layer each traffic flow is differenti-
ated based on the RNTIs assigned to the UEs, this information
can be exploited for selecting which clients shall use the ser-
vice. For the reverse path (MEC service sending traffic to the
UE), the MEC agent sends a mec_data_indication message
to the DU serving the client. This process is agnostic of the
technologies that serve the end user (5G-NR, LTE, WiFi), as
long as the DU can handle these messages.
Since the data plane path of the base station is split be-

tween the PDCP and RLC layers, and MEC functions are
introduced in-between the path, the DU side needs to be
aware of the similar scheduling information that is sent from
the PDCP layer. To this aim, we introduce a new message

exchange sequence between the DU and the MEC agent, for
updating the scheduling information on the agent (e.g. DRB
used, client mapping to RNTIs, etc.). Moreover, the agent
is in charge of generating and assigning PDCP sequence
numbers and encapsulating the MEC data in PDCP frames.

Version DU type ID DU ID CU/MEC ID Scheduling infoPacket Type

Protocol Context SRB Flag MBMS Flag
Radio 

Bearer ID
PDU size PDU

Module ID RNTI Frame ID Subframe ID eNB index eNB flag

F1oIP Packet Format 
exchanged between CU/DU/

MEC

Figure 3: F1oIP packet format exchanged over the
fronthaul between the CU, DU and MEC agent
3.3 Support for multiple MEC services
The crucial part of the platform that allows the offloaded
MEC functions to take place is the MEC agent. This software
is orchestrating the communication of the MEC services
with the DU side of the system, and delivering the traffic
to the services running on top of it. Whenever the agent
receives MEC intended traffic, it decapsulates and injects it
to the MEC service. We select to run the MEC services as
Linux Containers (LXC), as they can be instantiated on the
fly, whenever an end-user requests different services from
the MEC platform. Employing LXC containers has multiple
benefits; it allows each new service to be addressed with
a new container, with a new network IP address, that can
be easily migrated if needed to another edge host, like for
example in the case of a rapidly moving mobile UE (V2X
case). As the LXC service places all the service containers
under a bridge interface on the edge host, the MEC agent
has to inject the traffic to the bridge, destined to the MAC
address of the container implementing the MEC service.
4 EXPERIMENTAL SETUP
In this section we detail our experimental setup and method-
ology. The described functionality has been developed over
the OpenAirInterface platform (OAI) [15], that provides an
open source implementation of the base station stack that
can be executed over commodity hardware. We conduct the
experiments over the NITOS testbed [16] that offers a rich
remotely accessible experimentation environment with re-
sources spanning from LTE to WiFi and Software Defined
Radios that suit our experimentation needs.

We focus on the LTE implementation of OAI, as it provides
the functionality for the high layer splits compared to the
recent 5G-NR release. We employ an altered version of the
WiFi DU module developed in [9] in order to setup a sepa-
rate communication channel between each DU and the MEC
Agent. This channel, and the F1oIP channels for the CU/DU
communications are selected to be TCP over Ethernet, as
our former experiments denote that there is no notable per-
formance degradation compared to UDP or even the vanilla
OAI setup. For the MEC configuration inside the DU, the new
messages are sent after checking the client’s information.
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Each client at this layer of handling is represented with an
RNTI value. At the DU side, we have a mapping of the IP
addresses of each client to RNTIs in order to differentiate
the clients that are using the MEC service with the ones
who do not. This means that the DU can be aware of which
client’s traffic shall be offloaded to the MEC service, without
performing any Deep Packet Inspection techniques.

Table 1: Equipment parameters

Network Parameters Values
LTE mode FDD Band 7
LTE Frequency 2680 MHz (DL)
Antenna Mode SISO
No RBs 50 (10 MHz)
UE Cat. 4 LTE, Huawei E3272
Backhaul/Fronthaul RTT ∼ 0,250 ms
Backhaul/Midhaul capacity 1Gbps Ethernet
Ethernet MTU size 1400 bytes
Video Client VLC v. 2.1.0 with MPEG-DASH
Video File 1080p AVC1 transcoded in 1sec samples

The MEC services are loaded on a node using the LXC
framework for providing containerized MEC services. For
every packet that the MEC Agent is receiving, it is deserial-
ized from the F1oIP protocol and injected to the containers
providing the services. Different services can be addressed
to different containers. The under study service is an MPEG-
DASH server, able to stream transcoded videos of up to 1080p
resolution, for video segments of 1 sec. The server is running
over an Apache2 web service, in the MEC containers and the
Core Network for comparing their performance. Each DASH
client requests a Media Presentation Description (MPD) file
from the server. According to the descriptions of the available
video segments and the video requesting algorithm running
on the application, the video is downloaded to the client. We
use VLC as the end-user application, based on the following
policy: for each video segment, VLC estimates the channel’s
download rate and for the next segment it requests the video
sample with coding rate equal to the download rate. In the
case that it does not exist (since the video coding rate might
be significantly lower than the actual channel rate), it re-
quests the next lower representation available. Using this
policy we measure the convergence time and estimated chan-
nel rates for downloading the best video quality available.
The topology for our experiments is given in Fig. 4. The

current F1oIP version is only allowing the data plane split
between the CU and the LTE DU. Therefore, the production
of two different binary files is not possible. We emulate this
disaggregated behavior by injecting delay in the network
used for the CU - DU communication, equal to ∼0,250ms,
which is the mean delay that we measure over the fronthaul.
We omit the incorporation of the WiFi DU in the system, as
we want to focus on the LTE network operating in licensed
spectrum, as the environment is entirely interference free.
Table 1 is showing our experimentation settings.
5 SYSTEM EVALUATION
In this section we present our experimental findings.We eval-
uate our MEC over Fronthaul scheme by placing the MEC

OAI-CU

OAI-LTE-DU

Latency Emulation
OAI-CN

LTE Client

Video Application

Iperf application

MEC Agent

Video Application

LXC service

Figure 4: Experimentmapping over the NITOS testbed
Agent over the fronthaul interface and compare it against
the solution of deploying the service on an edge-located dat-
acenter with the service placed after the PGW component
(see. Fig. 1b). Prior to measuring the video delivery perfor-
mance, we assess the jitter and latency for the two different
schemes. We use the iperf measurement tool for generating
UDP traffic equal to the maximum data volume exchanged
when streaming a 1080p video file (8Mbps).

Table 2: Latency and Jitter Results
MEC over FH MEC over EPC

Avg RTT 19.919 ms 36.254 ms
Min RTT 15.785 ms 31.825 ms
Max RTT 22.713 ms 42.553 ms
Avg Jitter 0.414 ms 0.527 ms
Min Jitter 0.409 ms 0.514 ms
Max Jitter 0.421 ms 0.541 ms

Table 2 shows the reported values averaged after 10 exper-
iment runs for the path UE - RAN - Service. We see that in
all the cases, Round Trip Time (RTT) and jitter are lower for
the MEC over Fronthaul case compared to the EPC one. The
results are very encouraging given the 5G network require-
ments for latency of time critical applications. Since latency
is about half of the RTT, placing the MEC functions over the
fronthaul equals to network latency less than 10 ms, which
is the target for several applications (e.g. V2X, Smart Factory,
e-Health, entertainment) as denoted in [14].
As a second set of experiments, we investigate the be-

haviour of video streaming, using application layer metrics,
for the two cases of placing the MEC function against not
using MEC and setting up an end-to-end path with latency
in the ranges of approx. 30 ms. We plot: 1) the VLC reported
empirical rate, meaning the perception of the application of
the end-to-end network (server to application), and 2) the
buffer occupancy status for displaying the video to the end-
user. These two metrics are essential for the end-user Quality
of Experience (QoE); due to the policy used for requesting
the next video segment, the requested video rate equals to
the empirical rate (or less if there is no such representation).

Figure 5 is plotting our measured metrics. The results are
averaged of 10 experiment runs for each case. We see that
the pattern for the empirical rate is exactly the same for the
two MEC functions, for requesting the same video of dura-
tion approx. 190 secs. In the case of placing the MEC service
over the fronthaul interface, the application understands
the network channel as being of better quality, constantly
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Figure 5: Experimental findings from running MPEG-DASH

reporting approximately 1Mbps higher than the MEC over
EPC case (see Fig 5a). The convergence time for requesting
the best video quality available is also notable (during the
first 20 secs of the video). As we see, in the first 10 secs of
the video (equal to the first 10 requests for video samples),
the MEC over fronhaul case is reporting more than 2Mbps
of perceived channel quality (zoomed plot in Fig. 5a). This
equals to a much better quality of the video presented to
the end user in this time period, as the MEC over fronthaul
almost immediately requests the higher representation avail-
able (1080p). Comparing these results with the no MEC case,
we see that the perceived channel quality is even worse, by
approx. 3Mbps for the entire duration of the experiment. For
the case of buffer status, we observe that both MEC represen-
tations follow the same pattern. For the fronthaul MEC case,
the buffer is more filled by at least 5%, although the quality of
the video is better, meaning that MEC over fronthaul offers
video of better quality and for longer buffered periods.
6 CONCLUSION
In this paper, we presented our solution for placing MEC
over the fronthaul interface of a Cloud-RAN setup formed
according to the standards for 5G-NR. We introduced new
signaling for the communication between the system’s DUs
and a MEC agent that provides access to services running
over containers in the fronthaul. Our proof-of-concept re-
sults showed that the latency achieved is complying with
the requirements of several 5G applications, designed to run
on the network edge. We evaluated our solution for MPEG-
DASH adaptive streaming for the cases of placing the MEC
functions over the fronthaul or collocating it with the Core
Network. Our results show that our solution in the former
case is able to serve the end-user with better video quality
for longer buffered segments. In the future, we foresee to
extend this framework for user mobility. As V2X is a use case
for 5G applications, we will examine how the service replica-
tion over different edge nodes can serve UEs which rapidly
handover between base stations of different technologies.
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